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Abstract 

Emotion recognition plays a critical role in the human communications. It is one of the major ways to 

be in touch with others. Four parameters including eye opening size, mouth opening size, ratio of eye 

opening size to eye width and mouth width are used as a reduced-size feature set in this study. This 

paper compares the performance of facial emotion recognition classification models based on the fol-

lowing computational intelligence methods: fuzzy logic, chaotic gravitational search algorithm 

(CGSA), and artificial neural network (ANN) from eyes and mouth features tested on the FACES 

database. Experimental results show the superior performance of ANN-based method compared to 

fuzzy- and CGSA-based methods. In addition, this comparative study triggers the idea of a hybrid 

system based on these computational methods that outperforms the human detection system.  

 

Keywords: Fuzzy logic, artificial neural network, chaotic GSA, face detection, eye detection, mouth de-

tection, emotion recognition. 

 

1. INTRODUCTION 

People interact with each other with their facial 

emotions. By this way in each contact, large 

amount of cognitive information is exchanged 

between them. This information plays a critical 

role in human interactions. Early efforts in psy-

chological research have established that the af-

fective information in human communications is 

delivered at different ratio by different modalities 

such as the verbal expression (e.g., words and 

spoken text) that only accounts for 7% of the af-

fective meaning of speakers’ feeling and attitude, 

the vocal expression (e.g., prosody and stress) 

that conveys 38% of the affective message, and 

the facial expression that accounts for 55% of the 

affective information [1]. 

Therefore, the facial expression is considered 

as one of the most important aspects in analyzing 

and modeling natural human emotions [2] and 

even enhancing natural human-robot interaction 

[3]. Human emotion recognition ability can be 

modeled and used in human-machine interaction 

or for helping disorders which cannot distinguish 

the emotions [4-6]. 

Considering that face emotions are mostly re-

flected on eyes and mouth, these algorithms start 

with face detection to access the features of them 

[7]. A typical emotion recognition system in-

cludes three main subsystems [8]: face detection, 

feature extraction (for example the following ge-

ometric features that used in this study: eye open-

ing size, mouth opening size, ratio of eye opening 

size to eye width, and width of mouth), and clas-

sification. 
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Several studies have been focused on facial 

emotion recognition in recent years such as the 

following works: 

 Using Gabor features and k-nearest 

neighbor (KNN) classifiers [9],  

 Visual mismatch negative study [10],  

 Extracting geometric facial features and 

using self-organizing map (SOM), radial-

basis function (RBF), multi-layer percep-

tron (MLP), and support vector machine 

(SVM) classifiers [11],  

 Using feature point tracking technique 

applied to the facial image regions [12],  

 Employing Gabor wavelets to extract 

features and hybrid of artificial neural 

network (ANN) and hidden Markov 

model (HMM) classifiers [13], 

 Exploring a parametric space of over 300 

dimensions and testing with different 

machine learning techniques [14],  

 Using tree structures with Gabor feature 

representations to present a facial emo-

tional state and employing local experts 

organization (LEO) model for the pro-

cessing of this tree structure representa-

tion [15],  

 Selecting the best pixels of interest using 

MLP [16]. 

A reduced-size feature set including four ge-

ometric facial features is used in this study. Then, 

three computational intelligence methods (i.e., 

fuzzy logic, ANN, and chaotic gravitational 

search algorithm (CGSA)) are employed for au-

tomatic recognition of facial expressions on 

FACES database [17]. This database is gathered 

of the facial expressions (including neutrality, 

sadness, disgust, fear, anger, and happiness) in 

young, middle aged, and older women and men.  

The rest of the paper is organized as follows: 

Section 2 describes the preprocessing stages be-

fore facial emotion classification including face 

detection and feature extraction. Section 3 intro-

duces three computational intelligence methods 

used in the classification stage of this system. 

The comparison of experimental results is given 

in Section 4. Finally, Section 5 concludes the pa-

per and gives future research directions. 

 

2. PREPROCESSING STAGES BEFORE 

FACIAL EMOTION CLASSIFICATION 

 

2.1 Face Detection 

In this study, the face border is recognized using 

MATLAB image processing functions [18] (1-D 

mean filter, sobel edge detection, morphological 

operations (Dilation and Erosion) with linear 

structure element and small objects removals) on 

red-difference Chroma components (Cr) in 

YCbCr color space. 

 

2.2 Feature Extraction 

As mentioned above, four geometric facial fea-

tures are used in this study as a reduced-size fea-

ture set. These features are eye opening size, 

mouth opening size, ratio of eye opening size to 

eye width, and width of mouth. The extraction 

details of these features are as follows:  

Eye opening size: Eyes detection starts with 

considering only blue-difference Chroma com-

ponents (Cb) while some other researches usually 

use a function of Cr and Cb [7, 19-22]. Applying 

MATLAB Software functions including edge 

detection, morphological operations (Dilate and 

Close) and binary connected component func-

tions [18], the areas and bounding boxes for can-

didate eyes regions are obtained. The candidate 

regions are reduced based on the eyes position in 

the human face, then these remaining regions are 

chosen as eyes and cropped from S component of 

HSV color space for “eye opening” calculation 

step. In this step, the eye image is obtained using 

MATLAB edge detection function with threshold 

value set to 0.7. This procedure comprises of di-

lation with disk structure element functions and 

erosion with diamond structure element func-

tions. At the end, the white area represents the 

eye and the black area shows eye border [18] 

(Figure 1). Eventually, to calculate the eye open-

ing size, the pixels equal to 1 are counted along 

the center-line of eye. 
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Mouth opening size: In a×V images (a in 

L*a*b and V in HSV color spaces), the mouth 

region is seen more clear than other facial parts. 

So, this specification is used for mouth detection. 

Mouth candidate regions are found by using 

morphologically open binary image, close and 

dilate operation with disk structure element and 

binary connected component MATLAB func-

tions [18]. It is noted that the true position is 

gained from mouth location in the face. The 

mouth opening size is determined by cropped 

mouth from Cr parameter and counted zero pixels 

along the center-line of mouth (Figure 1). 

Eye opening/width ratio: This ratio is obtained 

through dividing the eye opening size by the eye 

width (from the width of eye region bounding 

box). 

Width of mouth: The width of mouth is ob-

tained from width of mouth region bounding box. 

The functional block diagram of preprocessing 

stages before facial emotion classification is 

shown in Figure 2. It is noted that these prepro-

cessing stages were performed by the authors in 

[23] when using GSA-based classifier. In this 

study, the fuzzy-based, ANN-based, and chaotic 

GSA-based classifiers are employed for perfor-

mance comparisons and with the aim of investi-

gating the possibility of developing a hybrid sys-

tem based on these computational intelligence 

algorithms that outperforms the human emotion 

detection system. 

3. INVESTIGATED CLASSIFICATION 

METHODS  

3.1 Fuzzy-based Classifier 

Real world and the human reasoning are fuzzy 

[24]. Fuzzy logic is the logic underlying modes of 

reasoning which are approximate rather than ex-

act, thus it is closer to the human reasoning and 

the real world than the formal logic [24]. Fuzzy 

logic was introduced by Zadeh [25] and used by 

Mamdani to control the dynamic systems [26].  

The concept of fuzzy set is a class with smooth 

boundaries. It provides a basis for a qualitative 

approach  to the  analysis of complex  systems in  

 

Fig. 1. Example of eye and mouth detection and 

preprocessing steps to determine features. 

which linguistic variables rather than numerical 

ones are employed to describe the system 

behavior and performance [24]. Due to these 

properties, a fuzzy classifier is used in this study 

for mapping facial attributes to the emotion space 

using Mamdani-type implication relations with 94 

rules and trapezoidal membership function. 

To fuzzify and categorize values of features, 

the fuzzy sets are used as follows [27]: 

 Measurement of mouth opening is 

categorized into LOW, MEDIUM, and 

HIGH (Figure 3). 

 Eye opening fuzzy sets are considered as 

VERY LOW, LOW, MODERATE, HIGH, 

VERY HIGH, and EXTRA HIGH. 

 Eye opening/width ratio is encoded to 

VERY LOW, LOW, MEDIUM, HIGH, 

and VERY HIGH.  

 Width of mouth is categorized into LOW, 

MEDIUM, HIGH, and VERY HIGH.  

The outputs are categorized into disgust, anger, 

happiness, neutrality, fear, and sadness (consider-

ing triangular membership functions) (Figure 4) 

Fuzzy sets and fuzzy operators are the subjects 

and verbs of fuzzy logic. If-then rule statements 

are used to formulate the conditional statements 

that comprise fuzzy logic [24]. Two samples of 

fuzzy rules in this study are as follows: 

 Rule 1: if (mouth opening is LOW) and 

(eye opening is VERY HIGH) and (eye  
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Fig. 2. Block diagram of preprocessing stages before facial emotion classification. 

 

 
Fig. 3. Three membership functions used for fuzzification of the mouth opening. 

 
 

 

Fig. 4. Output membership functions. 
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opening/width ratio is LOW) and (width of 

mouth is HIGH), then the emotion is fear. 

 Rule 2: if (mouth opening is LOW) and 

(eye opening is VERY LOW) and (eye 

opening/width ratio is VERY LOW) and 

(width of mouth is LOW), then the emotion 

is sad. 

3.2 Chaotic GSA-based Classifier 

Chaos is a kind of universal nonlinear phenomena 

in nature, whose action is complex and similar to 

random behavior. Owing to the randomness, 

regularity and special ability of avoiding being 

trapped in local optimal solution, the chaotic 

optimization algorithm has been a novel global 

optimization technology and has attracted 

considerable attention for application in various 

fields. Therefore, chaotic search is often 

incorporated into other global optimization 

algorithms such as neural network [28], particle 

swarm optimization [29], and gravitational search 

algorithm (GSA) [30] to enhance their search 

ability. 

In this way, Li et al. [30] proposed a hybrid 

search algorithm by combining both chaotic and 

GSA [31], namely chaotic gravitational search 

algorithm (CGSA), for parameter identification of 

chaotic system. Their proposed CGSA includes 

two kinds of search, chaotic local search and 

gravitational search. Experimental results indicat-

ed that the hybrid algorithm performs better than 

the original GSA. So, the chaotic GSA achieves a 

special ability to avoid being trapped in local op-

timum [32, 33]. 

 

3.2.1 Brief review of GSA 

GSA is a modern heuristic optimization algo-

rithm proposed by Rashedi et al. [31]. According 

to the rules of gravity and motion, any mass un-

derstands the location and the position of the oth-

ers through gravitational forces. Therefore, we 

can use this force as a tool for exchange of in-

formation. The GSA steps are presented in Figure 

5. 

 This algorithm can be used to solve optimiza-

tion problems where the solution can be defined 

as a position in the problem space. The system 

space is a multi-dimensional coordinate system 

defining the problem space and the search agents 

represent a set of objects; each of which is one of 

the problem solutions [23]. 

 The system is supposed to be a collection of m 

masses. The position of each agent (mass), which 

is a candidate solution for the problem, is defined 

as follows: 

 1 2

iX  x , ,  x , ,  xD

i i i    (1) 

where D is the dimension of the problem and xd
i 

is the position of the ith agent in the dth dimen-

sion. The gravitational force from agent j on 

agent i at time t is defined as follows: 

Fij
d(t) =

G(t) × Mgj(t)

Rij(t) +  e
(xj

d(t) − xi
d(t)) (2) 

where Mgj is the active gravitational mass related 

to agent j, e is a small constant, and G(t) is the 

gravitational constant at time t, and Rij(t) is the 

Euclidian distance between two agents i and j 

that calculated as follows: 

Rij(t) =∥ Xi(t), Xj(t) ∥2 (3) 

 

 
Fig. 5. Flowchart of the gravitational search algo-

rithm [31]. 
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In a problem space with the dimension d, the 

total force that acts on agent i is calculated by Eq. 

(4): 

Fi
d(t) = ∑ rj

m

j=1,j≠i

Fij
d(t) (4) 

where rj is a random number in the interval [0,1]. 

According to the law of motion, the acceleration 

of an agent is proportional to the resultant force 

and inverse of its mass, so the accelerations of all 

agents are calculated as follows: 

ai
d(t) =

Fi
d(t)

Mii(t)
 (5) 

where d is the dimension of the problem, t is a 

specific time, and Mii is the inertial mass of ob-

ject i. The velocity and position of agents are cal-

culated as follows: 

Vi
d(t + 1) = ri ∗ Vi

d(t) + ai
d(t) (6) 

xi
d(t + 1) = xi

d(t) + Vi
d(t + 1) (7) 

As can be inferred from (6) and (7), the current 

velocity is defined as a fraction of its previous 

velocity added to its acceleration. Furthermore, 

the current position of an agent is equal to its 

previous position added to its current velocity. 

Agents’ masses are defined using fitness evalua-

tion; the masses of all agents are updated using 

Eq. (8): 

𝑀𝑔𝑖 =
𝑓𝑖𝑡𝑖(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡)

𝑏𝑒𝑠𝑡(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡)
 (8) 

where fiti(t) is the fitness value of the agent i at 

time t; best(t) is the strongest agent at time t, and 

worst(t) is the weakest agent at time t. In this 

way, best(t) and worst(t) for a minimization prob-

lem are calculated as follows: 

best(t) = fitjj∈{1,…,m}
min (t) (9) 

worst(t) = fitjj∈{1,…,m}
max (t) (10) 

 

3.2.2  Chaotic GSA 

The basic idea of searching optimum using chaos 

variables is producing chaos variables with a kind 

of chaotic map, projecting chaos variables to op-

timize variables interval and then searching op-

timal solution with chaos variable. Randomness 

and ergodicity of chaos variables make chaos 

optimization possible to achieve global optimum 

quickly [30]. 

In order to improve the performance of GSA in 

terms of convergence speed and solution quality, 

the local search procedure is carried out for the 

current global best agent Xg, while the range 

around Xg could be the most promising area to 

find the optimal solution [30]. 

In CGSA, the procedure of chaotic local search 

(CLS) is applied to search the optimal solution 

around the current best solution Xg found by 

gravitational search. The chaotic optimization 

based on the Logistic map will affect the global 

search capacity and computational efficiency. 

The logistic map is described by following equa-

tion: 

𝑥𝑖+1 = 𝑎𝑥𝑖(1 − 𝑥𝑖) (11) 

where xi (t) is the chaotic value in the interval [0, 

1] of the agent i and a is set to 4 in simulations. 

The flowchart of CGSA is shown in Figure 6.  

 

 
 

Fig. 6. Flowchart of the chaotic gravitational search 

algorithm. 
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The steps of this algorithm are given below 

[33]:  

Step 1: Initialize a defined population of agent 

(mass) with random positions and velocities; that 

each agent contains n variables. 

Step 2: Compute the objective values of all 

agents; let the current best position of each agent 

and its objective value be equal to its initial posi-

tion and objective value. 

Step 3: Update the velocity and position for each 

agent. 

Step 4: Compare the objective value; for each 

agent, compare its current objective value with 

global best. If the current value is better; then, 

update the best position and its objective value 

with the current position and objective value. 

Step 5: Check termination condition; if the max-

imum iteration is reached, then the best position 

and its global best would be determined; other-

wise go back to step 2. 

Step 6: Chaotic local search (CLS); set  j=0 and 

employ Eq. (12) to map the parameters in the 

interval (xmini,xmaxi) into chaotic variable cxi locat-

ed in the interval [0,1]: 

𝑐𝑥𝑖
𝑗 =

𝑥𝑖
𝑗 − 𝑥𝑚𝑖𝑛𝑖

𝑥𝑚𝑎𝑥𝑖 − 𝑥𝑚𝑖𝑛𝑖
 ;  𝑖 = 1,2, … , 𝑁      (12) 

Step 7: Compute the chaotic variable in the next 

iteration; use the famous logistic function, 

defined by May [34] (Eq. 11), to compute the 

next iteration chaotic variable, cxi
j+1 where cxi is 

the ith chaotic variable in the range [0, 1] and j 

represents the iteration number.  

Step 8: Transform the chaotic variable; transform 

cxi to obtain parameters for the next iteration, 

Xi
j+1, using Eq. (13): 

𝑋i
𝑗+1 = 𝑥𝑚𝑖𝑛i + 𝐶𝑋i

𝑗+1(𝑥𝑚𝑎𝑥i − 𝑥𝑚𝑖𝑛i) (13) 

Step 9: Compute the new objective value for Xi
j+1. 

Step 10: Stopping criteria; if the new objective 

value with smaller error or maximum iteration of 

CLS is reached, then the new chaotic variable 

Xi
j+1 and its corresponding objective value is the 

final solution; otherwise, let j =j +1 and go back 

to Step 6. 

With CGSA-based classifier, the average out-

put of each emotion is used as a reference to find 

the best solution using the Euclidean distance-

based fitness function. In this case, the outputs of 

all facial images in the same emotion are given as 

initial agents with 4 dimensions to the CGSA 

algorithm, and then it starts optimization proce-

dure using these agents. This optimal solution has 

the minimum distance with the mean of each 

emotion [23]. 

 

3.3 ANN-based Classifier 

Neural network is a massively parallel system 

made up of simple units which is called neuron 

and has a natural property for storing experi-

mental knowledge and for making it available to 

use [35]. Because of dealing with uncertain, 

fuzzy, or insufficient data; neural networks have 

become a very important method for image clas-

sification. One of popular neural networks is 

multi-layer perceptron (MLP) that consists of an 

input layer, one or more hidden layers, and an 

output layer. Each layer consists of multiple neu-

rons. In this type of network, the input is present-

ed to the network and moves through the weights 

and nonlinear activation functions towards the 

output layer, and the error is corrected in a back-

ward direction using the well-known error back 

propagation (EBP) algorithm.  

In order to train a multi-layer feed-forward 

neural network [36], the nprtool GUI (Neural 

Network Pattern Recognition tool Graphical User 

Interface) of Matlab® 2010b was used in this 

study. The network is a two layer feed-forward 

type with the default tangent-sigmoid transfer 

functions in both the hidden and output layers. 

4. EXPERIMENTAL RESULTS AND 

PERFORMANCE COMPARISONS 

 

4.1 Fuzzy-based Classifier Experimental Re-

sults 

The setting of the proposed fuzzy system is 

shown in Table 1. The confusion matrix of fuzzy-

based classifier is given in Table 2. As seen in 

Table 2, the fuzzy-based classifier system shows 

77.76% accuracy rate on the FACES database. 

The best results were achieved for Happy and 

Fear emotions and the worst results were 

achieved for Neutral and Disgust emotions. 
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Table 1. Fuzzy system settings. 

System type Mamdani 

Number of inputs 4 

Number of rules 94 

And method Min 

Or method Max 

Imp. method Min 

Agg. method Sum 

Defuzz. method Lom 

Inputs membership function Trapmf 

Outputs membership function Trimf 

 

Table 2. Confusion matrix of fuzzy-based 

classification method. 

Actual 

emo-

tion 

Recognized emotion from facial expres-

sion 

Hap-

py 

Neu-

tral 

An-

gry 

Fea

r 

Sa

d 

Dis-

gust 

Happy 100 0.0 0.0 0.0 0.0 0.0 

Neu-

tral 
0.0 50 0.0 0.0 50 0.0 

Angry 0.0 0.0 91.6 0.0 0.0 8.4 

Fear 0.0 0.0 0.0 100 0.0 0.0 

Sad 16.6 0.0 8.4 0.0 75 0.0 

Dis-

gust 
0.0 0.0 41.6 0.0 8.4 50 

 

 

4.2 Chaotic GSA-based Classifier Experi-

mental Results 

The parameters setting for the CGSA optimiza-

tion method is given in Table 3. The achieved 

results when running CGSA for six emotions are 

listed in Table 4. 

By performing CGSA-based optimum detec-

tion, an optimal value is assigned to each emotion 

(Table 4). These optimal values are used in clas-

sification based on the values of features; the 

output of feature extraction part is compared with 

these values using Euclidean distance function 

[37]. The Euclidean distance between two vectors 

is calculated as Eq. (14): 

d(x,y)=√∑ ((xi-yi
)
2)

n

i

2

 (14) 

here n is the dimension of solution, xi and yi are 

the elements of optimized matrix and input facial 

features matrix, respectively. By comparing the 

Euclidean distance, the minimum is selected as 

the output emotion.  

The results on FACES database [17] show 

75.06% accuracy rate (Table 5). As shown in Ta-

ble 5 the best results are observed for two cases 

of Happy and Disgust emotions and the worst 

result occurs for the Fear emotion. 

Table 3. CGSA parameters setting. 

CGSA parameter Description 

Notation of agents (x1,x2,x3,x4) 

Number of agents 200 

Dimension of agents 4 

Range of agents [0-100] 

Maximum number of itera-

tions 

20 

Kind of problem Minimization 

Chaotic map logistic 

Table 4. Mean and CGSA best agents for six emotions. 

CGSA best Mean of outputs Emotion 

[0.3,13.7,1.771,84.7] [1.125,11.58,2.72,84.95] Sad 

[8.3,11.3,3.209,84.3] [9.79,10.45,3.07,86.2] Happy 

[0.3,7.3,4.014,71.3] [0.7,9.16,4.16,71.7] Anger 

[0.3,6.3,4.966,65.3] [1.16,6.58,4.84,64.7] Disgust 

[6.7,18.7,1.331,70.7] [4.5,18.91,1.72,70.7] Fear 

[0.3,14.3,2.728,75.3] [0.3,14.5,2.36,75.83] Neutral 
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Table 5. Confusion matrix of CGSA-based classification method. 

Actual 

emotion 

Recognized emotion from facial expression 

Happy Neutral Angry Fear Sad Disgust 

Happy 100 0.0 0.0 0.0 0.0 0.0 

Neutral 0.0 66.8 0.0 16.6 0.0 16.6 

Angry 8.3 8.3 66.8 0.0 8.3 8.3 

Fear 0.0 8.3 0.0 50 8.3 33.4 

Sad 0.0 16.6 0.0 8.3 66.8 8.3 

Disgust 0.0 0.0 0.0 0.0 0.0 100 

 

4.3 ANN-based Classifier Experimental Re-

sults 

Parameters setting of the MLP classifier are 

shown in Table 6. The representation of differ-

ent emotions using binary codes of target data 

is also given in Table 7. 

It is noted that the input data are geometric facial 

features (eye opening, mouth opening, eye open-

ing/width ratio, and mouth width) from 24 images of 

FACES database in each emotion ( 24 6 144  ). 

The values of mean squared error (MSE) for 

training, validation, and test of the MLP net-

work are shown in Table 8. By using this net-

work as a classifier on the FACES database, the 

confusion matrix is shown in Table 9. As seen, 

the best results are achieved for Happy, Fear, 

and Sad emotions with 100% accuracy rate. The 

performance of the system is similar for the 
 

Table 6. Settings of nprtool for MLP-based classi-

fier. 

Input data size 144 4  

Target data size 144 4  

Number of training data 100 

Number of validation data 22 

Number of testing data 22 

Number of hidden neurons 8 

 

Table 7. Representation of emotions using binary 

codes as target data. 

Binary Code Emotion 

0000 Angry 

0001 Disgust 

0010 Fear 

0011 Happy 

0100 Neutral 

0101 Sad 

Neutral and Disgust emotions with 83.4% accu-

racy rate and the worst result belongs to Angry 

emotion with accuracy rate of 66.8%. The aver-

age recognition accuracy of MLP-based classi-

fier is 88.93%. 

The present paper results (using fuzzy logic, 

chaotic GSA, and neural network) are com-

pared to Shan et al. [38] work which was based 

on Local Binary Pattern (LBP), SVM, Ada-

Boost, and Boosted-LBP. Moreover, the human 

detection [39], SVM, and AdaBoost [40] meth-

ods’ results with the same database (FACES da-

tabase [17]) are used for comparison. All these 

comparisons are included in Table 10. Consid-

ering Table 10, based on the best recognition 

rate, the results are error-free for detecting 

Happy emotion using Fuzzy-, CGSA- and 

ANN-based methods. The Fear emotion detec-

tion using fuzzy- and ANN-based methods, Sad 

emotion detection using ANN-based method, 

and Disgust emotion detection using CGSA-

based method are also error-free. 

The worst results belong to Neutral and Disgust 

emotions detection when using fuzzy-based method 

and Fear emotion detection using CGSA-based in 

the FACES dataset. 

In comparisons based on each emotion using 

the FACES dataset, Table 10 presents that in 

Happy emotion, all the proposed methods have 

quite correct detection, while the human identi-

fication is 99.6%. For Neutral emotion, fuzzy-

based method has the worst recognition result 

and the neural network-based classifier works 

better whereas human detection is the best. For 

Anger emotion, the fuzzy-based system has the 
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Table 8. MSE for training, validation, and test data of the MLP network. 

Dataset Number of samples MSE 

Training 100 25.77 10  

Validation 22 26.59 10  

Test 22 11.09 10  

 

Table 9. Confusion matrix of ANN-based classification method. 

Actual 

emotion 

Recognized emotion from facial expression 

Happy Neutral Angry Fear Sad Disgust 

Happy 100 0 0 0 0 0 

Neutral 0 83.4 0 8.3 8.3 0 

Angry 0 8.3 66.8 0 16.6 8.3 

Fear 0 0 0 100 0 0 

Sad 0 0 0 0 100 0 

Disgust 0 0 8.3 0 8.3 83.4 

 

Table 10. Comparison of the investigated systems with some other systems in literature. 

Actual 

emotion 

Recognized emotion from facial expression 

Tested on a database other than 

FACES 
Tested on the FACES database 

LBP SVM AdaBoost 
Boosted 

LBP 

SVM and 

AdaBoost 

Human 

detection 

Fuzzy 

method 

Neural 

Network 

method 

Chaotic 

GSA 

method 

Happy 90.4 94.7 90.1 97.5 87.5 99.6 100 100 100 

Neutral 70.3 90 95.2 92 NR 94.8 50 83.4 66.8 

Angry 58.7 85 66.6 85.1 NR 77.9 91.6 66.8 66.8 

Fear 61.7 68 70 79.9 91 90.4 100 100 50 

Sad 72.4 69.5 61.2 74.7 NR 78.6 75 100 66.8 

Disgust 85 97.5 92.5 97.5 80 76.3 50 83.4 100 

                     NR: Not Reported 

 

best recognition result even better than human de-

tection. For Fear emotion, the fuzzy-based and 

ANN-based methods offer the best recognition 

results even better than human detection. The best 

recognition result is achieved by ANN-based clas-

sifier in Sad emotion even better than human de-

tection. For Disgust emotion, CGSA-based per-

forms perfect and ANN-based method is placed in 

the second rank. The performance of these meth-

ods is even better than human detection for this 

emotion. 

 

5. CONCLUSION AND FUTURE WORK 

This paper investigated the feature representation 

and three classification schemes to recognize six 

different facial expressions on the FACES database 

[17]. In this way, an algorithm was introduced to 

extract reduced-size geometric facial features (in-

cluding four eye- and mouth-related features). The 

performance of three classification methods based 

on the computational intelligence algorithms (i.e., 

fuzzy logic, chaotic GSA, and ANN) was also 

evaluated in this task. Experimental results showed 

that the ranking of recognition results among in-
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vestigated methods is as follows: ANN-based 

(88.93%), fuzzy-based (77.76%), and chaotic 

GSA-based (75.06%). 

 Based on achieved experimental results and as 

future works, the following activities are recom-

mended to improve the performance of emotion 

recognition: 

  Developing a hybrid system based on the in-

vestigated computational intelligence methods 

that can achieve average recognition accuracy 

up to 95.83% (based on the best results reported 

in Table 10 for these systems). It is noted that 

the average recognition accuracy of human de-

tection is 86.26%. 

  Using more facial features such as eyebrow 

and nose features. It is noted that more geomet-

ric facial features are used in recent works, for 

example 26 geometric facial features (including 

eyebrow, eyes, nose, and lip) used in [11]. 

However, the proposed system in this study has 

the potential to achieve the average recognition 

rate of 95.83% using only four facial features. On 

the other hand, the recent reported research in [11] 

achieves the following average recognition rates 

over six basic emotions using the MMI database 

[41]: SOM classifier: 93.5%, RBF classifier: 

66.6%, MLP classifier: 72.2%, and SVM classifier: 

92.5%. It is noted that one of emotions in the MMI 

database is different from the FACES database 

(Surprise emotion instead of Neutral state). 
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