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Abstract 

  Vehicular fog computing (VFC) been recognized as an 
effective architecture to address rising demands in smart 
vehicles. Fog servers deployed on moving or parked vehices 
can provide spatio-temporal heterogeneity of 
computational resources that capable of accomplishing 
computation and deadline intensive-tasks beyond the 
capacity which is embedded inside the vehicles. In multi-tier 
VFC architecture, vehicles can share idle low cost resources  
to increases acceptance tasks. However, the main issue is 
choosing optimal destination fog server for executing hard 
deadline tasks at each time slot. Therefore, in this work 
proposed a federated multi-agent deep Q-learning task 
offloading approach  to provide collaborative learning and 
fast convergence. This approach improves privacy of data 
for agents and reduces average response time, energy 
consumption and processing cost in vehicular networks. 
Software-defined networking (SDN)-based architecture can 
provide flexibility, scalability, programmability, and overall 
network knowledge. With the help of SDN control plane 
configuration, the network can not only adapt to dynamic 
network changes, but also respond to emergency 
situations. Therefore, SDN technology integrated with 

federated reinforcement learning (FRL) method increases programmability, centralized network 
management,and dynamic configuration. The results show that the proposed method reduces the 
average response time, average energy consumption, and average economic cost of performing tasks 
in the network and will increase the successful performance of high-priority tasks in vehicular fog 
networks. 
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 پژوهشی

های مه  افزار محور در شبکهسپاری وظیفه چند عامله مبتنی بر شبکه نرمرویکرد برون 

 خودرویی 
 

 4محسن جهانشاهی | 3 *انهزنازبانو فر  |2سید امین حسینی سنو |1کبری بهروان 

 

 یده: چک

  یدگیرس  یمؤثر برا  یمعمار  کیه عنوان  ب  (VFC)  ییمه خودرو  رایانش

تقاضاها افزا  یبه  به  است.   خودروهایدر    ش یرو  شده  شناخته  هوشمند 

  توانند یپارک شده م   ا یدر حال حرکت  خودروهایمه مستقر در  یسرورها

را فراهم کنند که قادر به انجام    یمنابع محاسبات  یزمان-فضایی  یناهمگون

وظا ظرف  فیمحاسبات  از  فراتر  مهلت  با  داخل   هیتعب  تیفشرده  در  شده 

منابع کم   توانندیم  خودروها ه،یچند لا VFC یهستند. در معمار خودروها

ب  نهیهز برا  کاریو  ا  فیوظا  رشیپذ   شیافزا  یرا  با  اشتراک بگذارند.    ن یبه 

اصل مسئله  مه  یحال،  سرور  به  انتخاب  با    فیوظا  یاجرا  یبرا  نهیمقصد 

هر   در  بنابرا  ی زمانبرش  مهلت سخت  ا  ن،یاست.    کرد یرو  کیکار    نیدر 

عامل  قیعم  Q-learning  فهیوظ  سپاریبرون برا   یچند  ارائه   یفدرال 

 م ی حر  کردیرو  نیشده است. ا  شنهادیپ   عیسر   ییو همگرا  یمشارکت  یریادگی

براداده  یخصوص را  معامل  یها  بهبود  م  بخشد یها  پاسخ،    نیانگیو  زمان 

  .  دهد یکاهش م   ییخودرو  یهاپردازش را در شبکه  نهیو هز  یمصرف انرژ

بر   مبتنی  محور  نرمشبکه  معماری  انعطافمی  (SDN)افزار    ، پذیریتواند 

برنامه  ،پذیریمقیاس با  قابلیت  نماید.  فراهم  را  شبکه  کلی  دانش  و  ریزی 

تواند نه فقط با تغییرات  ، شبکه میSDNی کنترلی  کمک پیکربندی صفحه

های اورژانسی پاسخ  تواند به وضعیتپویای شبکه، وفق پذیر باشد بلکه می

ادغام شده    (FRL)فدرال    یتیتقو  یریادگیکه با روش    SDN  ،بنابراین  . دهد

 ش یرا افزا  ایپو  یکربندیشبکه متمرکز و پ   تیریمد  ،یزیربرنامه  تیاست، قابل

می  ،نتایج   . دهدیم زمان  نشان  میانگین  پیشنهادی  روش  که  دهند 

پاسخدهی، میانگین مصرف انرژی و میانگین هزینه اقتصادی جهت انجام  

می  کاهش  را  شبکه  در  آمیز وظایف  موفقیت  انجام  افزایش  باعث  و  دهد 

 های مه خودرویی خواهد شد. الا در شبکهوظایف با اولویت ب 

 

 افزار محور، یادگیری تقویتی عمیقسپاری وظیفه، رایانش مه خودرویی، شبکه نرمبرون ها:کلید واژه
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 مقدمه - 1

ربات   هی شب  شتریب  کیحمل و نقل کلاس  لیوسا   در مقایسه باکه    شودیم  ریتصو  یلیمدرن و تخ  یهانیبا ماش  شهیهم  ندهیآ

به سبک حمل و نقل   یگریاز هر زمان د  شیخودران محقق شده است و ما ب  هینقل  لیبا وسا  ی امروزه به نوع   ریتصو  نیهستند. ا

  ی نیبشیپ   با  یو تقر  شدهزده    نیتخمدلار    اردیلیم  ۹6معادل    2021در سال    1خودرویی  نترنتی. بازار امیهست  ک ینزد  نگرندهیآ

حمل و نقل هوشمندتر و    یهاسیسرو،  2یبا تکامل هوش مصنوع   .[ 1]دلار برسد  اردیلیم  3۷0به    202۸که در سال    شودیم

  شوند یم  داریپد  ،یاچندرسانه  یهایهوشمند و سرگرم  یبالا، رانندگ  قتد با    یابیتیهوشمند، مانند موقع  هینقل  لیدر وسا  یشتریب

رانندگ تجربه  ز  ی که  حد  تا  را  م  ی ادیکاربران  ا  . بخشندیبهبود  ا  نی با  مصنوع   یهاسیسرو  ن یحال،  اغلب    یهوش  بلادرنگ 

کامل آنها توسط خودروها    تیریمحدود موجود در خودروها، مد  یمنابع محاسبات   لیه به دلکو حساس به زمان هستند    یمحاسبات

 ی الگو  ک یف از خودروها به سرورها به  یوظا  سپاریبرون  م،یسیارتباطات ب   یفناور  عیاز توسعه سر  یریگدشوار است. با بهره

 ی مبتن  فهیوظ سپاریبرون ی سنت کردیرو. [2]استشده  لیتبد یخارج یکمک به خودروها با منابع محاسبات  یبرا دوارکنندهیام

حال،    نیبا ا  مکان دورافتاده قرار دارد.  کیکه معمولا  در    کندیابر متمرکز استفاده م  کی  یرو  م یعظ  ی بر ابر، از منابع محاسبات

حساس   فیالزامات وظا  تواندیکه نم  بردیدار رنج منوسان  می سیانتقال و اتصالات ب  یبالا  یرهایاغلب از تأخ  3رایانش ابری  کردیرو

   .[ 3]به زمان را برآورده کند

لبه    رایانش  یعنی  ،ییخودرو  یهادر شبکه  4لیلبه موبا  رایانش  فه،یوظ  سپاریبرونکم در    ریبه تأخ  ازیبرآورده کردن ن  یبرا

  یسازرهیو ذخ  یاز منابع محاسبات یبه مقدار مشخص ۷هیپا   ستگاه یا ا ی 6شده است که در آن واحد کنار جاده  ی، معرف  5ییخودرو

همه   ۸خدمات   تیفیک  نیتضم  ک،یتراکم تراف  شیحال، با افزا  نیبا ا  .اندخودروها مجهز شده  یبرا  یمحاسبات  دماتارائه خ  یبرا

معمولا     یسرورها  ن، یدشوار است. علاوه بر ا  ایستگاه پایه  ای   واحد کنار جادهمحدود در    یمنابع محاسبات  یبرا  یی خودرو  یهابرنامه

 . [ 4]شودیمحدود م ییوی پوشش راد توسط هاو عملکرد آن شوندیبه صورت پراکنده مستقر م

در   ریحساس به تأخ  فیوظا  یبرا  دوارکنندهیراه حل ام  کیبه عنوان    ۹مه   رایانش  ،های ذکر شدهمحدودیتغلبه بر  برای  

  ی مرجع خود را برا   یمعمار  OpenFog  ومیکنسرس.  [5]دظهور کر  هینقل  لیوسا  یهادر شبکه   هینقل  لیوسا  یکاربرد  یهابرنامه

  ، ییخودرو  یهاسیسرو  کیتراف  شیمنتشر کرده است. با افزا  201۷در سال    ریپذاسیمه سازگار و مق  رایانش  سکوی  کیساخت  

مه را   یهاگره  یمنابع محاسبات توانیاست که چگونه م نیا  یعیسوال طب کیمه احتمالا  با مشکل مواجه خواهند شد.   یهاگره

  دار یحمل و نقل هوشمند پد یهاستمیس نهیمه، در زم رایانشمورد استفاده از  کیعنوان به 10ییمه خودرو رایانش  داد.  شیافزا

محاسبات مه   ری تأخ  شتریکاهش ب   نیو همچن  یمحاسبات  تیقابل  یارتقا  یبرا  ییاز منابع خودرو  ییمه خودرو  رایانش.  شده است

در    هینقل  ل یمه، مانند وسا  ی هاگره  یعنوان اجزا به  توانندیاستفاده نشده خودروها م  ی، منابع محاسباتبنابراین.  کندیاستفاده م 

   .[ 6]شوند ل یتکم د،یمراکز خر  ای  هانگیپارک

را محدود    فیوظا  برون سپاریدر مورد    ایپو  یریگمیتصم  یریپذ انعطاف  ،ی تلاش فعل  نیبا بهتر  نترنتیا  یحال، فناور  نیبا ا

کردند که    شنهادیپ   11افزار محور نرم  یهارا در شبکه   فهیظسپاری وبرون  یهامحققان طرح  ها،تیمحدود  نیرفع ا  یبرا  .کند یم

آن   تصمکنترل   کیدر  متمرکز  م  فهیوظ  سپاریبرون  ماتیکننده  ا  .ردیگیرا  بر  محورنرم  شبکه  کرد یرو  ن،یعلاوه  به    افزار 
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  سپاریبرونکار، ما بر  نیدر ا جه،ی. در نت[۷]کند تیریو ساده مد  ریپذانعطاف یاوه یتا شبکه را به ش دهد یکننده اجازه مکنترل 

 .  میکنیتمرکز م حوزه رایانش مه خودرویی در  افزار محورمبتنی بر رویکرد نرم وظیفه

صفحه ارسال از صفحه کنترل و فراهم    یجداساز  قیاز طر  ی میدر شبکه قد  یریپذ رفع عدم انعطاف  یبراافزار محور  شبکه نرم

تمام    یآورمسئول جمع افزار محور،  ر شبکه نرمکنترل  ن،یشده است. همچن  یدر صفحه کنترل طراح  یزیربرنامه  تیکردن قابل

 نه یزمان انتظار و هز  نیانگیارتباط، م  ریمحاسبه، تأخ  تیاطلاعات مانند قابل  نیاست. ا  یااطلاعات در صفحه داده به صورت دوره

  ت، یریمد   عیکارآمد و سر  ی تمام منابع موجود در شبکه را به روش  تواندیم  ن،یاز شبکه است. بنابرا  یکل  ینما  کیحفظ    یواحد برا

افزار شبکه نرمبر    یمبتن  سپاری وظیفهبرون استیس  کی  ،یشنهادیپ  یبه معمار  ی ژگیو  نیبا آوردن ا  و هماهنگ کند.   یکربندیپ 

 .  [ ۸]شد شنهادیپ  نهیبه مهگره  به سپاریبرون حیصح یریگم یتصم یبرامحور 

  ل یحال، به دل نیبا ا .را به خود جلب کرده است یاندهی توجه فزاشبکه مه خودرویی در  فهیوظ سپاریبرون را ی اخ جه،یدر نت

 سپاری برونطرح    کی  یطراح  ا،یکانال پو  یهایژگیها و و گره  یتحرک بالا  ژه یبه و  ،ییخودرو  یها منحصر به فرد شبکه  یهایژگیو

 فه یوظ  سپاریبرون  یکارآمد برا  یاستراتژ  کی  یطراح  ی چگونگ  ن،یبنابرا  است.  زیچالش برانگ اریبر لبه کارآمد بس  یمبتن  فهیوظ

  یهادستگاه  نیلبه به طور کامل استفاده کند و به تعادل بار ب  ی شبکه سازگار شود، از منابع محاسبات   ی ایپو  طیکه بتواند با مح

  شده است.  لیتبد یفور یقاتیمسئله تحق کیبه   ابد،یمختلف دست 

  یهااگر دستگاه  .استخودروهای کاربران  انرژی محدود  چالش،    نید. اولنوجود دار  ییمه خودرو  رایانشدر    یادیز  یهاچالش

در شبکه منتقل   گرید  یبه سرورها   2ی و جزئ  1به طور کامل   تواندیبرنامه نداشته باشند، برنامه م  یاجرا  یبرا  ی کاف  یانرژ  ،کاربران

 خود   وقت  از  درصد  ۹0از    ش یبالا ب  یو انرژ  یسازرهیذخ  ،یمحاسبات  یهاتیبا قابل  یکیالکتر  یاکثر خودروها   ن،یعلاوه بر ا.  شود

ارائه   یپارک شده برا  یکی الکتر  یخودروها  ی استفاده از منابع محاسبات  تواند یم  دهیا  ک ی  ن،ی. بنابراگذرانندیم  هانگیکپار  در  را

   .[۹]باشد سراسر شبکه دربر اساس تقاضا   یخدمات محاسبات

 یبه طور مساو  یبار محاسبات  میبا تقس  توانیرا م  کیفیت سرویسمه است.    یدر سرورها  سرویس  تیفیحفظ ک  گر،یچالش د

ی هاسروردارد.  یورود درخواست مرتبط با آن بستگ یهاسرور مه به نرخ کیدر  یسباتمحا . باردیمه بهبود بخش یسرورها نیب

از  ش یسرور مه ب کیکند که    جادیرا ا یتیممکن است وضع  نیداشته باشند، ا یورود درخواست متفاوت یهاممکن است نرخ مه

مه به   یانجام شود که عدم تعادل بار در سرورها یابه گونه  دی مه با یسرورها نیارتباط ب ،رو ن یشود. از ا یبارگذارسرورها  هیبق

 حداقل برسد. 

  ی ریادگی   .[10]شودیاستفاده م   سپاری وظیفهبرون  نهیبه  یاستراتژ  کی  افتنی  یبرا  3یتیتقو  یریادگی یهاکیامروزه، از تکن

با    . ردیگیم   اد ی  طیاز مح  یبه حداکثر رساندن پاداش بر اساس بازخورد دائم  یرا برا  نهیبه  استیطور هوشمندانه س  به  یتیتقو

  ی سنت  یتیتقو  یریادگی   نه،یبه  استیس  کیبه    ییهمگرا  تی و در نها  دهیچیپ   طیکاوش کامل مح  یبرا  از یحال، زمان مورد ن  نیا

عمل  -حالت  یبا فضا  ایبزرگ و پو  یهاط ی مح  یبرا  یتیتقو  یریادگی  یبنداسیهنگام مق  ژهیامر به و  نی. اسازدیم  رممکنیرا غ 

شده    یمعرف  4قیعم  یتیتقو  یریادگی بزرگ،   اسیدر مق  یی فضاها  نیبه چن  پرداختن  یاست. برا  زیچالش برانگ  وستهیگسترده و پ 

 .[11] ناشناخته ارائه دهد  یهاطیبا مح یبهتر یو سازگار میاست تا تعم

ا   یی مه خودرو  رایانش   یبرارا    6قیعم  یریادگیبر    یمبتن  5بر خط فدرال  سپاری وظیفهبرون  کیتکن  کیمقاله، ما    نیدر 

شبکه مه    کیما از    .کندیم  نهیمه به  یسرورهارا در سراسر  تعادل بار  و    یکه به طور مشترک مصرف انرژ  میکنیم  شنهادیپ 

واحد کنار    نیو چند  ایسرور مه پو  ستا،یسرور مه ا  کی  یکه در آن هر منطقه دارا  میکنیبر منطقه استفاده م  یمبتن  ییخودرو

سپاری  برون   یاستراتژ  کیکه    شودیعامل آموزش داده م  کی توسط    قیعم  یریادگیشبکه    کی است. در هر منطقه مه،    جاده ای

را    یمصرف انرژ  نه،یبه  سپاری وظیفهبرون  یاستراتژ  کی.  کندیم   نییخود تع  به  مربوط  سرورهای مه  یبرا  نهیبه  یمحل  وظیفه

 
1 Binary 
2 Partial 
3 Reinforcement learning 
4 Deep Reinforcement Learning 
5 Online federated task offloading 
6 Deep Learning 
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  رویکرد   کی.  کندیم  عیمنطقه مه توز  کیمه در    یدر سرورها  کنواختیو بار را به طور    رساند یبه حداقل مسرورهای مه  در  

مقاله ما    ی. دستاوردهادیآیمناطق مختلف مه به دست م  یمحل   یریادگی  ی با جمع کردن پارامترها  سراسری  سپاری وظیفهبرون

 است:  ریبه شرح ز

 ت ی حال ظرف  نی و در ع   میکنیم  یسازمدل  1مارکوف  یریگم یتصم  ندیفرآ  کیرا به عنوان    وظیفه  سپاریبرونما مسئله   •

در نظر را    هینقل  ل یوساهای اولویت دار برای زمانبندی وظایف در  صفو    ا یسرور مه پو  ک یبا زمان    ریمتغ  یمحاسبات

 . ردیگیمه را در نظر م یو هم تعادل بار در سرورها یانرژ یسازنهیهم به مارکوف . مدل میریگیم

  ییمه خودرو  رایانش  یبرارا   قیعم  یریادگیبر    یمبتن چند عامله  بر خط فدرال  سپاری وظیفه برون  کیتکن  کیما   •

مناطق مختلف    یمحل  سپاری وظیفهبرون  یهامدل  عی، با تجم2فدرال   سپاری وظیفهبرون  کیتکن  کی.  میکنیم  شنهادیپ 

 . دهدیتوسعه م سراسری سپاری وظیفهبرونمدل  کیمه، 

های واقعی حرکت  را  با استفاده از داده  خود  یشنهادیپ   کردیعملکرد رو  یابیارز  یرا برا  یاگسترده  یهای سازهیما شب •

  کردیبا رو  یمشابه  ییبا نرخ همگراروش پیشنهادی  که    دهد یما نشان م  یسازه یشب  ج ی. نتامیدهیانجام م  خودروها

 دارد. ی، عملکرد بهتر سپاری وظیفهبرون شرفتهیپ  یهاکیتکن ریبا سا  سهیو در مقا شودیمتمرکز همگرا م

مسئله را شرح   یبندو فرمول  ستمیمدل س  3. بخش  دهد یمرتبط را ارائه م  ی کارها  2است. بخش    ریمقاله به شرح ز  نیساختار ا

 ی ر یگجهینت  ت،یشده است. در نها  دادهنشان    5عملکرد در بخش    یابی. ارزشودیارائه م  یشنهادیپ   کی، تکن4. در بخش  دهدیم

 ارائه شده است. 6 در بخش

 جام شدهمروری بر کارهای ان- 2

بر    ی با تمرکز اصل  ،سپاری وظیفهبرون  یهای را در مورد استراتژ  یاگسترده  قاتیتحق  ،ییمه خودرو  رایانش   ی ایپو  تیماه

  یدر تحرک و تقاضاها  تی مهم مطالعات موجود شامل عدم قطع  ی هاتیاست. محدود  ختهیبرانگ  ،یکاهش زمان پاسخ و مصرف انرژ

 ی برا  یدسته بند  کیبخش، ما    نیمختلف است. در ا  فیوظا  ی محاسبات  یدگیچیمه و پ   یدرخواست، پوشش محدود سرورها

سپاری و رویکردهای برون  تک عامله  مبتنی بر یادگیری تقویتی  سپاری وظیفه بهینهرویکردهای برونمرتبط بر اساس    یکارها

مرتبط    قاتیتحق  1جدول    . میدهیارائه م  رایانش مه خودرویی را  طیمحدر    چند عامله  وظیفه بهینه مبتنی بر یادگیری تقویتی

 . کندیم سهیمقا نیماش یریادگ ی  یهامختلف و روش یرا با توجه به پارامترها یشنهادیو روش پ 

 سپاری وظیفه بهینه مبتنی بر یادگیری تقویتی تک عامله رویکردهای برون  - 1- 2

منابع   صیحل مشکلات تخص  یبرارا    تک عاملی  یتیتقو  یریادگیبسیاری از تحقیقات موجود    ن،یماش  یریادگی  شرفتیبا پ 

شبکه    یی ایارائه شده است که پو  فهیوظ  سپاریبرون  استیس  ک ی،  [4]  در  . اندبه کار گرفته    رایانش مه خودروییدر    ی محاسبات

گیری فرآیند تصمیم  استفاده از  با  فهیوظ  سپاریبرون. مسئله  ردیگیرا در نظر م  سیو در دسترس بودن سرو  فهیوظ  تیخودرو، اولو

ت.  شده اس  حل3  (SAC)  منتقد بازیگر نرم  بر مدل  یمبتن  قیعم  یتیتقو  یریادگی  تمیفرموله شده و با استفاده از الگورمارکوف  

 نیبهتر  افتنی   یبرا  [12]در    قیعم  یتیتقو  یریادگی   است.  ریآگاه از تأخ  تیمطلوب  ن یانگیمقاله به حداکثر رساندن م  نیهدف ا

.  شودیاستفاده م  خودرویی  نترنتیا  یبرا  ،بر دانش   یمبتن  فه یوظ  سپاریبرون  یریگمیچارچوب تصم  کیحل بلندمدت در  راه

 برخط   یریادگیو   کنند یم یروزرسانرا در گره محاسبات لبه به  دی مدل جد  ک ی  خودروهادر حال کار است،   سیکه سرو یهنگام 

 شنهاد یپ   افزار محورشبکه نرم  یبا استفاده از فناور  رایانش لبه خودروییشبکه  معماری    ک ی،  [13]  در  . دهندیرا انجام م   نناهمزما

  ، [ 14]در    .ارائه گردیدشبکه    رییتغ  یبا نرخ بالا  یسازگار  یبرا  قیعم  یریادگیبر    یمبتن  فهیوظ  سپاریبرونطرح    کیشد. سپس،  

گره مه در زمان و مکان داده شده    خور،شیپ   یارائه شده است. با استفاده از شبکه عصب  یریادگیبر    یمبتن  لیتحو  یسازنه یبه

 یجزئ  فهیوظ  سپاریبرون  شده است.  شنهادیپ   نهیو هز  ییکارا  ینیبشیپ   یبرانیز    شبکه عصبی بازگشتیو    شودیم   ینیبشیپ 

 
1 Markov Decision Process 
2 Federated 
3 Soft Actor-Critic  
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  ی سازشده است. مدل  شنهادیو استفاده از منابع پ   سیبه سرو  یدسترس  شیافزا  یبرا  [15]در  V2V(  1(  خودرو به خودرو     ییدودو

  [16]بوبکر و همکاران    کاهش دهد.  را  فهیوظ  یاجرا  نهیو هز  ریحل شده است تا تأخیادگیری عمیق    تمیتوسط الگور  یاضیر

  مه خودرویی رایانش طیدر مح  ایگردش کار و مهاجرت پو فیوظا یجزئ سپاریبرون یبرا نهی به استیس کیدادند که  شنهادیپ 

تمرکز دارد. گردش کار به   فیوظا   یمهلت و وابستگ  یهاتی محدود   تیمقاله بر رعا  نیکنند. ا  دایپ   یناهمگن و محاسبات ابر

  . شودینشان داده م  فیجفت وظا  نیب  یمتوال  یهایبستگنشان دادن مجموعه وا  یبراDAG(  2(  گراف جهتدار غیر مدور  کیعنوان  

نظر  یمبتن  یقیتشو  سمیمکان  کی،  [1۷]در   پ   هیبر  روش    شنهادیقرارداد  از  است که  عمیق  شده  تقویتی  به صورت یادگیری 

شبکه عصبی    قیاز طر  تواندیمسپاری وظیفه  برون  ماتیو تصم  کند یاستفاده م  ی سازادهی پ   ی دگیچیکاهش پ   یبرا  شده ع یتوز

  افتیپاداش در  دهند، یکه ارائه م  یمنابع  زانیو بر اساس م  گذارندیمنابع خود را به اشتراک م  خودروهاانجام شود.    ترع یسر  عمیق

 یروش مصرف انرژ نی. اکندیاستفاده م م یسیباند انتقال ب یتبادل پهنا  یاز پاداش انباشته خود برا  خودرو ن،ی. همچنکنندیم

 . بخشدیرا بهبود م فهیوظ لیو نسبت تکم

 سپاری وظیفه بهینه مبتنی بر یادگیری تقویتی چند عامله رویکردهای برون  - 2- 2

 ی ریادگیاست.    رایانش مه خودرویی  ی در محاسبات مشارکت  ی قاتیتحق  ینقطه کانون   کیمنابع،    صیو تخص  فهیوظ  سپاریبرون

 یریادگی  کی  [1۸]مرجع    است.  4پذیری مقیاسگرفتن    دهی و ناد  3ن ییها مانند استحکام پانقص  یبرخ  یدارا  ، یتک عامل  یتیتقو

 مات یتصم  یریادگیروش با    نی. ادهد یم  شنهادیپ   فهیوظ  سپاری برونبهتر    ماتیتصم  یبرارا  فدرال    یچندعامل  قیعم  یتیتقو

نشان    جینتا .  بخشدیبهبود م  یمشارکت  یریادگی   یهارا در مدل  ییها و همگراداده   یخصوص  میحر  ه،یلا  نیدر چند  سپاریبرون

  کی،  [ 1۹]در مرجع    . دهدیرا کاهش م  ستمیس  ی کل  نهیانتها به انتها و هز  ریزمان اقامت، تأخ  ی شنهادیپ   کرد یکه رو  دهد یم

  ن یانگیم تواندیشده است که م شنهادیپ  واحدهای کنار جاده ای نیمحاسبات ب جیانتقال نتا یبرا  یمهاجرت و همکار یاستراتژ

  ماتیتصم ، یچندعامل قیعم  یتیتقو یریادگی کرد یرا کاهش دهد. رو یو مصرف انرژ ریمحاسبات، تأخ ج ینتا لیشکست در تحو

از طر  صیو تخص  سپاری وظیفهبرون مختلف    یوهایسنار،  [20] و همکارانش    یدا  .کندیم  نهیمتمرکز به  موزشآ  قیمنابع را 

  یوهایبا سنار  یو سازگار  فهیوظ  یزمان اجرا  ینیبشیپ   یبرا  6متا   یتیتقو  یریادگیرا با  5  (MTO)  یافه یچند وظ  سپاریبرون

تا زمان اجرا به حداقل   شوندیم  یسازمدل  گراف جهتدار غیر مدور  بر  یکاربر به صورت گراف مبتن  فیکردند. وظا  شنهادیپ   ایپو

  ی ریادگی . طرح  بخشدیعامل را بهبود م  ن یچند  یریادگی   ییکاراکه    دهد یلبه ارائه م  تیریچارچوب مد  کی [21]مرجع    برسد.

را تحت محدود  فهیوظ  سپاریبرون  نهیهز   تواند یم   شدهعیتوز  یچندعامل  را    ریتأخ  ت یخودرو  از منابع  استفاده  کاهش داده و 

 ی معمار  کی  جادیا  یبرا  شده ع یتوز  نیماش  یریادگی  که از روش  ارائه شد  محور  افزار  نرم     یالبه   همچنین رایانش  دهد.  شیافزا

را در    رایانش مه خودرویی   ی سلسله مراتب  یمعمار  [ 23]مرجع  .  [22]شودیاستفاده م  ی منابع و هماهنگ  تیریمد  ر، یپذاسیمق

  یریادگی  کردی. روکند یم  عیتوز  هیهم در داخل و هم در داخل ناح  ،ی چندعامل  یتیتقو  یریادگی را بر اساس    فیو وظا  ردیگینظر م

روش    ن یکه ا  دهد یم  شانن  ج ی. نتادهدیهر عامل ارائه م   برای  عملکرد   ی ابیارز  ی مبنا  کی  COMA  ۷  به نام   ی چندعامل  یتیتقو

  قیعم  Q  رییادگیبر    یمبتن  فهیوظ  سپاریبرون  کیتکن  کی ،  [10]در    بهتر استفاده کند.   ستمیس  یمحاسبات   تیاز قابل  تواندیم

 شده است.   شنهادیپ   واحدهای کنار جادهو تعادل بار در  یبهبود مصرف انرژ یبرا  ییمه خودرو رایانش یفدرال برا

کیفیت  بهبود    یهااست که جنبه   ایپووظیفه    سپاریبرون  کیتکن  کیما    یشنهادیروش پ   ، مذکور یقاتیتحق  یبرخلاف کارها

مانند کاهش هزینه، تاخیر و مصرف انرژی، متعادل سازی بار در سرورهای مه و استفاده از    ییمه خودرو  یهادر شبکه  سرویس

 . دهدیرا پوشش م سپاری وظیفهاطلاعات سراسری در توسعه یک مدل برون

 
1 Vehicle to Vehicle  
2 Directed Acyclic Graph 
3 Low robustness 
4 Scalability 
5 Multi Task Offloading 
6 Meta reinforcement learning 
7 Counterfactual multi-agent 
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 سپاری وظیفهمقایسه کارهای انجام شده براساس پارامترهای تاثیر گذار روی برون: 1جدول 

Table 1. Comparison of completed tasks based on parameters affecting task offloading 
 

زمان انتظار در   انرژی  مهلت زمانی  اولویت وظایف  هزینه  محیط

 صف 

 مرجع 

  ✓ ✓  ✓ [4] مه -خودرو

   ✓ ✓  [10] مه -خودرو

      [12] لبه -خودرو

      [13] ابر-MEC-خودرو

      [14] ابر -مه-خودرو

  ✓   [15] ✓ مه -خودرو

  ✓ ✓ ✓  [16 ] ابر -مه-خودرو

   ✓   [1۷] مه -خودرو

  ✓    [1۸] مه -خودرو

  ✓ ✓ ✓  [1۹] ابر -لبه-خودرو

     ✓ [20] ابر-MEC-خودرو

  ✓   [21] ✓ لبه -خودرو

      [22] ابر -مه-خودرو

  ✓ ✓   [23] مه -خودرو

روش  ✓ ✓ ✓ ✓ ✓ ابر -مه-خودرو

 پیشنهادی

 پارامترهایی که در نظر گرفته نشده اند =  ,اند شده پارامترهایی که در نظر گرفته=✓ :یادداشت

 روش پیشنهادی - 2

نشان داده شده است.    1در شکل    افزار محور ، برای محیط رایانش مه خودرویی مبتنی بر شبکه نرم  سلسله مراتبیمعماری  

یک  و  s(RSPV  1(خوذروهای پارک شده کنار جاده،  واحد کنارجاده ای  کیمنطقه شامل چند خوشه است. در هر خوشه،    هر

  کیکه    میکنی. ما فرض مکنندیمه عمل م  ی هابه عنوان گره   بالا مانند اتوبوس  با قابلیت محاسباتی  در حال حرکت  خودروی

مستقر    واحد کنار جادههر    یرو  یمحل  کنترل.  کند یم  تیر یخوشه را مد  که عامل روی آن قرار دارد، یک  یکننده محل کنترل 

همانطور که قبلا گفته نده سراسری قرار دارد. کنهای محلی قرار دارند و در لایه دوم کنترلکنندهدر لایه اول کنترلشده است. 

سپاری وظیفه  سازی برونبرای پیاده   قیعم  یریادگیبر    یمبتن بر خط چند عامله فدرال  سپاری وظیفهبرون  کیتکن  کیاز  ما  شد،  

صفحه   کیرا داشته باشد.    ییایمزا  تواندیم  افزار محورهای نرمشبکه  ی بر رو  یادگیری فدرال  یکردها یاعمال رو کنیم.استفاده می 

  ه یلا   یهاکنندهاند؛ کنترلشده  یسازمانده   هاهیکننده داشته باشد که در لاکنترل  نیچند  تواند یم  افزار محورشبکه نرمکنترل  

  هیلاکننده در  متصل مقابله کنند و کنترل  ی هازبانیو م  هاچیسوئتا با عدم تقارن در    رندیدر لبه شبکه قرار گ  توانندیم  ینییپا

  کیبا  افزار محورهای نرمشبکهدر  یادگیری فدرالنظارت کند. اعمال  یو سراسر یکل شبکه را به صورت مرکز تواند یم  ییبالا

  ی روبالاتر بر    تیفیبا ک  یها مدل  دیتول  یکنندگان براشرکت  نیب  یضمن بهبود همکار  تواندیم   ،یاهیلا  شدهع یصفحه کنترل توز

 . [24]کننده محافظت کندهر شرکت یهاداده یخصوص مینامتقارن، از حر یهاشبکه 

  ر محلی کنترلرا به    فیوظا مشخصات  اجرا کند،    یرا به صورت محل  فیوظا   تواندیدر حال حرکت نم  خودروی  کیکه    یهنگام 

در خوشه مه  ی هاها به گرهاختصاص برنامه یرا برا نهیبه استیس یکننده محل پس از آن، کنترل. کند یدر خوشه خود ارسال م

های آن از تمامی خوشهافزار محور شبکه نرم سراسریکننده کنترل کیشود.   تیرعا فیتا مهلت انجام وظا کندیخود انتخاب م
 

1 Road Side Parked vehicles 
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 آموخته شده است،   یکه به صورت محلوظیفه    سپاریبرونمدل    یها، وزنیادگیریاز    1قسمت هر    انیدر پا منطقه آگاهی دارد.  

وز رب  سراسریمدل    کیکرده و    عیرا تجم  یمدل محل  یهاوزن  ،کنترلر سراسری.  شوندیبه اشتراک گذاشته م  سراسری  کنترلربا  

کنترلرها که در آن    شودیحل م  ترنییپا  هیدر لا  یسازنه یمسئله به  جه،یدر نت  .گذاردیاشتراک مبه  های محلی  برای کنترلشده را  

 . رند یگیم  ادی  شدهع یرا به صورت توز فهیوظ سپاریبرونمدل  های محلی، یا عامل 

 

 
 

دهند و کنترلر  کنترلرهای محلی منابع محلی را تخصیص میعماری توزیع شده پیشنهادی شامل کنترلر سراسری و کنترلرهای محلی است. م :1شکل 

 سراسری دانش کلّی شبکه را دارد. 
Figure 1. The proposed distributed architecture consists of a global controller and local controllers. Local controllers allocate local resources 

and the global controller has global knowledge of the network. 

 مدل وظیفه - 1- 2

  فیوظا بندی کرد.  وظایف در خودروها را می توان به سه دسته وظایف حیاتی، وظایف با اولویت بالا و اولویت پایین تقسیم

 ی مقدار  دی با  خودروها   ن،یبنابرادر خودروها اجرا شوند.    یبه صورت محل  د یباهستند و    ای و مرتبط با ایمنی هستهوظایف    ، یاتیح

اولو  فی وظا  رزرو کنند.   یمحل   یاتیح  فی وظا   یرا برا  یاز منابع محاسبات  هستند که    فیاز وظا  یادهنده دستهبالا نشان  تیبا 

قابل    ریبالا نتواند در حداکثر تأخ  تیبا اولو  فهیوظ  کی. اگر  رهیحسگر جاده و غ   ،یدارند، مانند ناوبر  یدیشد  ریتأخ  تیمحدود

 سهیبه همراه داشته باشد. در مقا  خودرو یرا برا یی و ممکن است ضررها شودیبا شکست مواجه م فهیبرسد، وظ انی تحمل به پا

  ت یبا اولو  فی. وظاشوندیبالا ابتدا اجرا م  تیبا اولو  فیحاصل کنند که وظا  نانیاطم  دیبا  هینقل  ل یوسا  ن، ییپا  تیبا اولو  فیبا وظا

. اگر  رهیو غ   زودهخدمات ارزش اف  ،خودرویی  ی سرگرم  یهاهستند، مانند برنامه  ریمقاوم در برابر تأخ  فیاز وظا  یادسته  نییپا

زمان    شیهمچنان قابل استفاده خواهد بود، اما با افزا  جهیشود، نت  شتریمرجع ب  ریاز تأخ  نییپا تیبا اولو  فهیوظ  کی  لیزمان تکم

شود که وظایف با اولویت بالا و اولویت پایین  در روش پیشنهادی فرض می  .[4]ابد ی یکاهش م  جهیاجرا، در دسترس بودن نت

 
1 Episode 
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سعی بر این است که وظایف با اولویت بالا در خوشه محلی انجام شوند و تا حد ممکن به ابر   شوند.سپاری میکامل برون  طوربه

 منتقل نشوند.  

وظا تولبرنامه  ی محاسبات  ف یخودروها  را  وظیفه  کنند یم   دیها  هر  خودروی    𝑖  که  به  چندگانه   𝑣مربوط  صورت  به 

(xi,v,yi,v,λi,v,di,v,τi,v,Li,v,bi,v,Bi,v,Ki,v)  که در آن    شوند. تعریف میxi,v  وyi,v    خودرو  مختصات𝑣   شامل وظیفهi  دهند،یرا نشان م  

λi,v   ،یمحاسبات  ظیفهو  دینرخ تول،  di,v  )انتقال،  یبرا  ، اندازه وظیفه )کد برنامه و پارامترهای مربوطهτi,v    ،قابل    ریحداکثر تأخ

  پهنای باند مورد استفاده وظیفه ،  Bi,v،  وظیفهبودجه    ،bi,v  ،اجرای وظیفه  یبرا  ازیمورد ن  محاسباتی منبع  مقدار  ،  Li,v،  وظیفه  تحمل

 . و مقدار آن صفر یا یک است دهد یرا نشان م وظیفه تیاولو،  Ki,vو  

 ازی سیستم مدلس- 2- 2

  .کندیم  ی را معرف  ییخودرو  مه  ستمیدر س  الگوریتم پیشنهادیو    ی، مدلسازی ریاضیمدل محاسبات  ،یمدل ارتباط  ،بخش  نیا

 نشان داده شده است. 2های مه مختلف استفاده شده است که در شکل از سیستم صف جهت مدلسازی گره
 

 
های مه در خوشه محلی شامل خودروی در حال حرکت مانند اتوبوس با ظرفیت محاسباتی بالا، خودروهای پارک شده در کنار خیابان و  گره :2شکل 

 اند. مدل شده M/M/1ای با منابع محاسباتی بیکار که همگی به صورت صف اولویت دار  هواحد کنار جاد
Figure 2. The fog nodes in the local cluster include moving vehicles such as buses with high computational capacity, cars parked on the side 

of the street, and roadside units with idle computational resources, all of which are modeled as M/M/1 priority queues. 

 1سپاری وظیفه خودرو به خودرو برون- 1- 2- 2

دارند   یآزاد  یاطراف خودرو منابع محاسبات  یهاکه دستگاه  ی، هنگامواحدهای کنار جاده ای  یبه منظور کاهش بار محاسبات

استفاده قرار گ   توانندیکه م تا    گری کدیبا    خودرو به خودروارتباط    ق یاز طر  توانندیخودروها م  رند،یمورد  برقرار کنند  ارتباط 

  شنهادیدر حال حرکت و پارک شده را پ   خودروهایمقاله استفاده از    نیا  را کاهش دهند.   یرا واگذار کرده و فشار محاسبات  فیوظا

را  iبرای وظیفه    ′𝑣خودروی  و   𝑣خودروی   نینرخ انتقال داده ب  توانند به عنوان گره مه عمل کنند.آنها می  طوری کهبه  .دهدیم

 بیان کرد: 1 رابطهبه صورت  توانیم

 

(1) trv,v'=Bi,v log2(1+
|hv,v'|

2
pv,v'

σ(disv,v')
ω̅)         

 

 
1 Vehicle-to-Vehicle task offloading 
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 𝑣  خودروینشان دهنده توان انتقال    ،'pv,vکانال،    یمحوشدگ  بیضر ،  'hv,vباند کانال،    ینشان دهنده پهنا  ،B𝑖که در آن  

  نیفاصله ب،    'disv,vو    ریتلفات مس  توان  دهنده   نشان،  𝜔̅  ، ی گاوس  دیسف  زینشان دهنده توان نو،    𝑣′    ،σبرای ارسال به خودروی  

 : کرد  انیب 2 رابطهبا  توانیفاصله را م  نیاست. ا ′𝑣حال حرکت  درمه  خودرویو  𝑣  خودروی

(2) disv,v'=√(xv-xv')
2-(yv-yv')

2 

را    ′𝑣مه در حال حرکت    خودرویمختصات    'yvو'xvکه    یدر حال   دهند یرا نشان م  𝑣  خودرویمختصات    yvو    xvکه در آن  

 محاسبه کرد: 3طبق رابطه توانیرا م ′𝑣به گره  )زمان بارگذاری(  iوظیفه زمان انتقال  . دهندینشان م

(3) Tv,v'
u =

di,v
trv,v'

 

دردر   و  پارک شده  پیشنهادی، خودروهای  توسط صف  روش  دار  حال حرکت  اولویت    شوند. سازی میمدل  M/M/1های 

′𝑣∆  یهادستورالعمل   دنیدر خوشه، نرخ رس  ی کننده محلکنترل 
′𝑣∆و    1

خودروی مه  به    2و کلاس    1کلاس    یبرا  بیرا به ترت  2

′𝑣∆، آنگاه  Li,vپردازش    زانیو م λi,vبا نرخ ورود    وظیفه  کی  یبرا  .دهدیاختصاص م
′𝑣∆و    1

 رابطه به صورت    بیبه ترت  توانیرا م  2

 محاسبه کرد: 5 رابطهو  4

(4) ∆v'
1=∑Li,vλi,v 

i

Ki,vxi,v' 

(5) ∆v'
2=∑Li,vλi,v 

i

(1-Ki,v)xi,v' 

 :شودیمحاسبه م 6 رابطهدر خوشه به صورت ′𝑣 مه خودروی یها برادستورالعمل دنیمجموع کل نرخ رس

(6 ) Δ𝑣′ = ∆𝑣′
1 + ∆𝑣′

2  

  ۸و  ۷به صورت معادلات  بیبه ترت توانیم برای وظیفه با اولویت بالا و اولویت پایین را زمان انتظار در صف نیانگیم

 محاسبه کرد:

(۷) W i,v'
1   =

Δv'

μv'(μv'-∆v'
1 )

 

(۸) W i,v'
2 =

Δv'

(μv'-∆v'
1 )(μv'-∆v'

1 -∆v'
2 )

 

Ti,v'
w ،محاسبه کرد ۹ رابطهبه صورت  توانیرا م: 

(۹) 
Ti,v'
w ={

W i,v'
1       if  Ki,v=1  

W i,v'
2       if  Ki,v=0 

 

 کرد: انیب 10 رابطهبه صورت  توانیرا م iوظیفه  لیتکم یبرا ′𝑣خودروی مه   ازیزمان مورد ن نیانگیم ن،یبنابرا

(10) Ti,v'
p
=
1

μv'
 

μ
v'

است.   ′𝐶𝑣برابر با    ′𝑣مه     گره  یبراMIPS  1ر  ه  یواحد به ازا  نهیهز  م یکنیما فرض ماست.    ′𝑣گره    ، ظزفیت محاسباتی 

 محاسبه کرد: 11 رابطهبا  توانیرا م ی محاسبات سپاریبرون نهیهز نیانگیم ن،یبنابرا

(11) Ci,v' =Cv' ∆v' 

 :شودیمحاسبه م 12 رابطهبا استفاده از  وظیفه لیتکم یبراارتباطی و محاسباتی  ازیمورد ن یمصرف انرژ میانگین

(12) Ei,v'= Ev'∆𝑣′+pv,v'Tv,v'
u  

 
1 Million Instruction Per second 
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  نیانگیم  ای  سپاریبرونزمان    میانگین  است. ′𝑣گره مه    یبرا  MIPSهر    یبه ازا  ینشان دهنده مصرف انرژ  'Evکه در آن  

محاسبه شود که عموما  به   ی کننده محلدر کنترل تواندیم  شود، یپردازش م ′𝑣مه خودرویی   که توسط گره   iوظیفه زمان پاسخ  

 :شودیم فیتعر 13 رابطهصورت 

(13) tfi,v'=Ti,v'
u +Ti,v'

w  +Ti,v'
p
+Ti,v'

d  

Ti,v'
u    وTi,v'

d    مه خودرویی  توسط گره    یو بازگشت پاسخ در خوشه محل  بارگذاری  یهازمانبه ترتیب𝑣′ .زمان    ،یسادگ   یبرا   هستند

   .د ن شویدر نظر گرفته مبرابر    گریکدیبا  از گره مه  و بازگشت پاسخ    بارگذاری

 1سپاری وظیفه خودرو به زیرساختبرون- 2- 2- 2

ارتباط بین    سپاری نمایند. یا ابر برون2  (RSUs)ایواحدهای کنار جاده  توانند وظایف خود را بهدر این روش، خودروها می

نرخ انتقال داده    ای به ابر از طریق فیبر نوری است.ای از طریق ارتباط بیسیم و از واحد کنار جادهخودروها به واحد کنار جاده

 :شودیحاسبه مم 14طبق معادله  ایواحد کنار جاده و 𝑣خودروی  نیب

(14) 
trv,r=Bi,v log2 (1+

|hv,r|
2
pv,r

σ(disv,r)
ω̅) 

  ، ی گاوس  دیسف  زینشان دهنده توان نو  ، σ،    خودرو  نشان دهنده توان انتقال،   pv,rکانال،    یمحوشدگ  بیضر،  hv,rکه در آن  

ω  ،و  ریتلفات مس توان دهنده  نشان  disv,r، خودروی نیفاصله ب  𝑣  ای  واحد کنار جادهو𝑟 رابطهبا  توانیفاصله را م  ن یاست. ا  

 : کرد انیب 15

(15) disv,r=√(xv-xr)
2-(yv-yr)

2 
   محاسبه کرد: 16طبق رابطه بر  توانیرا م  rای به واحد کنار جاده   𝑣مه خودرویی گره   در  𝑖وظیفه زمان انتقال 

(16) Tv,r
u =

di,v
trv,r

 

واحدهای کنار جاده با خودروهای مه،  نیز بهمشابه   دنینرخ رسبنابراین،  شود.  در نظر گرفته می  M/M/1صورت صف  ای 

𝑟∆  یهادستورالعمل 
𝑟∆و   1

 شوند: ای به صورت زیر محاسبه میواحد کنار جادهبه  2و کلاس  1کلاس  یبرا بیبه ترت ،  2

(1۷) ∆r
1=∑Li,vλi,v 

i

Ki,vxi,r 

(1۸) ∆r
2=∑Li,vλi,v 

i

(1-Ki,v)xi,r 

 2و کلاس    1های کلاس  به واحد کنار جاده ای مجموع نرخ دستورالعمل  هاکه در این صورت کل نرخ رسیدن دستورالعمل

W i,rمیانگین زمان انتظار با اولویت بالا و پایین را بدست آورد که به صورت    ،۸و۷های  توان مشابه با فرمولاست که می
W i,rو    1

2  

 گردد: محاسبه می 1۹ رابطهصورت ، به 𝑖همچنین میانگین زمان مورد نیاز برای پردازش وظیفه  نمادگذاری شده اند.

(1۹) Ti,r'
p
=
1

𝜇𝑟
 

𝜇𝑟  ظزفیت محاسباتی گره ،𝑟  میانگین    ،مصرف انرژی  میانگین همچنین مشابه خودروهای  پارک شده و در حال حرکت،  .  است

بدست    22  تا  20  هایرابطهوظیفه از خودرو به واحد کنار جاده ای به ترتیب با استفاده از    سپاریزمان برونمیانگین  هزینه و  

 آیند: می

(20) Ei,r= Er ∆r+pv,rTv,r
u  

(21) Ci,r =Cr ∆r 

 
1 Vehicle-to-Infrastructure task offloading 
2 Road Side Units(RSUs) 
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(22) tfi,r=Ti,r
u+Ti,r

w +Ti,r
p
+Ti,r

d  

Ti,r
u    وTi,r

d    ای   واحد کنار جادهتوسط    یو بازگشت پاسخ در خوشه محل  بارگذاری  یهازمانبه ترتیب𝑟 .هستند  Ei,r ،Ci,r   وtfi,r    به

 ای هستند.سپاری وظیفه خودرو به واحد کنار جاده ترتیب میانگین مصرف انرژی، میانگین هزینه و میانگین زمان برون

از آنجا که ارتباط    کند.را به ابر منتقل می  ههای وظیفه نباشند، کنترلر محلی وظیفدر صورتیکه منابع مه محلی پاسخگوی نیازمندی

شود. بنابراین زمان  ای ثابت در نظر گرفته میای با مرکز ابر از طریق فیبر نوری است، بنابراین سرعت ارسال دادهبین واحدهای کنار جاده

 آید: زیر بدست می  رابطهای به ابر از طریق  ها از واحد کنار جاده انتقال داده

(23) Tr,c
u =

di,v
trr,c

 

شوند که میانگین زمان انتظار در  سازی میمدل  M/M/cصورت صف  ماشین مجازی به  cشود که مرکز ابر با  در این مقاله، فرض می

 های زیر محاسبه گردد: تواند بر اساس فرمولصف می

(24) Ti,c
w=

C(c,ρ)

(cμc-∆c)
 

(25) 
C(c,ρ)=

(
cρc

c!
) (

1
1-ρ

)

∑ (
kρk

k!
)+ (

cρc

c!
) (

1
1-ρ

)c-1
k=0

 

C(c,ρ)    فرمول ،C  و    [25]  ارلنگ𝜌 =
∆𝑐

𝑐𝜇𝑐
همچنین میانگین زمان مورد نیاز برای    است.  cنرخ شدتّ ترافیک در سرور مجازی    

 گردد:محاسبه می  26صورت معادله  ، بهcور مجازی  ردر ابر توسط س  𝑖پردازش وظیفه  

(26) Ti,c
p
=
1

μc
 

𝜇𝑟فیت محاسباتی گره  ر، ظ𝑟  ای و سپس به ابر منتقل شوند، ها ابتدا باید به واحد کنار جادهبا توجه به اینکه داده.  است

سپاری وظیفه از خودرو به ابر به ترتیب با استفاده  و میانگین زمان برون  پردازش میانگین مصرف انرژی، میانگین هزینهبنابراین   

 آیند: بدست می 2۹تا  2۷ هایرابطهاز 

(2۷) Ei,c= pv,rTv,r
u +pr,cTr,c

u + Ec ∆c 

(2۸) Ci,c =Cc ∆c 

(2۹) tfi,c=Ti,r
u+Tr,c

u + Ti,r
w +Ti,c

p
+Ti,c

d  

Ti,c
u    وTi,c

d    هستند. از ابرو بازگشت پاسخ    بارگذاری  یهازمانبه ترتیب  Ei,c  ،Ci,c    وtfi,c    ،به ترتیب میانگین مصرف انرژی

شود که محدودیتی برای  در روش پیشنهادی، فرض می   هستند.  ابرسپاری وظیفه خودرو به  میانگین هزینه و میانگین زمان برون

 مصرف انرژی و همچنین پهنای باند، برای ارسال وظیفه به ابر وجود ندارد.  

 مدلسازی ریاضی- 3- 2- 2

وظایف انجام  نرخ  کند. تابع هدف براساس  سپاری وظیفه را بیان میبرون  مسئلههای  این زیر بخش، تابع هدف و محدودیت

پایین را  اولویت بالا شده با   انرژی، هزینه و پهنای باندبا توجه به محدودیت  و  ارتباطی  های تاخیر،  با توجه به است.    خطوط 

کنند که  بیان می  tدر برش زمانی    سپاری مختلف ذکر شده، سه متغیر تصمیم باینری نحوه انتخاب سرور مقصد را های برونمدل

 ورت زیر است: صبه

(30) Xi,v',t,Xi,r,t, Xi,c,t ∈ {0,1} 

Xi,v',tمتغیر تصمیم باینری برای انتخاب خودروی مه محلی ،  ،Xi,r,t ای و  ،متغیر تصمیم باینری برای انتخاب واحد کنار جاده

Xi,c,tو  های مجازی،  خودروهای مه، ماشین خودروها، ی، متغیر تصمیم باینری برای انتخاب ماشین مجازی در ابر است. مجموعه

 شود: بیان می  34تا  31 هایرابطهاستفاده از  باوظایف 
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(31) V={vehicle1, vehicle2,…, vehicle𝑣} 

(32) V'={moving vehicle1,parked vehicle2,…,parked vehiclen} 

(33) C={virtual machine1,virtual machine2,…,virtual machinec} 

(34) I={task1,task2,…,taskm} 

به   𝑣مربوط به خودروی    ، ماکزیمم نرخ وظایف پذیرفته شده tدر هر برش زمانی  که    شودبیان می  35  رابطهتابع هدف براساس  

 :شودعنوان تابع هدف در نظر گرفته می

(35) 
𝑚𝑎𝑥     𝐴𝑐𝑐𝑣

𝑡=
∑ ψi,v,ti∈I(t)

I(t)
 

 s.t. (c1)     Xi,v',t,Xi,r,t, Xi,c,t ∈ {0,1},      ∀𝑖 ∈ I, ∀𝑣
′ ∈ V′, ∀𝑐 ∈ C, ∀𝑡 ∈ T 

 (c2)     Xi,v',t+Xi,r,t+ Xi,c,t ≤1,               ∀𝑖 ∈ I, ∀𝑣
′ ∈ V′, ∀𝑐 ∈ C, ∀𝑡 ∈ T 

 (c3)     ψi,v,t ∈ {0,1},                               ∀𝑖 ∈ I, ∀𝑣 ∈ V, ∀𝑡 ∈ T 

 (c4)    ∑ Xi,v',t tfi,v'
𝑣′∈𝑉′

+Xi,r,t tfi,r+ ∑Xi,c,t tfi,c
𝑐∈𝐶

≤τi,v , ∀𝑖 ∈ I, ∀𝑣 ∈ V, ∀𝑣′ ∈ V′, ∀𝑐 ∈ C, ∀𝑡 ∈ T 

 (c5)    ∑ Xi,v',t 𝐶i,v'
𝑣′∈𝑉′

+Xi,r,t Ci,r+ ∑Xi,c,t 𝐶i,c
𝑐∈𝐶

≤bi,v,           ∀𝑖 ∈ I, ∀𝑣
′ ∈ V′, ∀𝑐 ∈ C, ∀𝑡 ∈ T 

 (c6)     Bi,v≤∑ Xi,v',t 𝐵i,v'𝑣′∈𝑉′ +Xi,r,t 𝐵i,r,  ∀𝑖 ∈ I, ∀𝑣 ∈ V, ∀𝑣
′ ∈ V′, ∀𝑡 ∈ T 

 (c7)   ∑ Xi,v',tEv' ∆v'𝑣′∈𝑉′ +Xi,r,tEr ∆r≤∑ Xi,v',t𝐸𝑣′
𝑡𝑜𝑡𝑎𝑙

𝑣′∈𝑉′ +Xi,r,tEr
total,  

∀𝑖 ∈ I, ∀𝑣 ∈ V, ∀𝑣′ ∈ V′, ∀𝑡 ∈ T 

 (c8)    ∑ Xi,v',t ∆v'𝑣′∈𝑉′ +Xi,r,t ∆r+∑ Xi,c,t ∆i,c𝑐∈𝐶 ≤∑ Xi,v',t μv'𝑣′∈𝑉′ +Xi,r,tμr+∑ Xi,c,t 𝜇i,c𝑐∈𝐶 , 

∀𝑖 ∈ I, ∀𝑣′ ∈ V′, ∀𝑐 ∈ C, ∀𝑡 ∈ T 

 (c9)     ∑ Xi,v',t=0𝑣′∈𝑉′ ,    ∀𝑖 ∈ I, ∀𝑣′ ∈ V′, ∀𝑡 ∈ T 

 (c10)    ∑Xi,c,t = 0

𝑐∈𝐶

,   ∀𝑖 ∈ I, ∀𝑐 ∈ C, ∀𝑡 ∈ T 

 

تنها یک  کند که  بیان می،  (c2)دیت  محدوشوند.  سه نوع اجرای وظیفه در نظر گرفته میدهد که  ، نشان می(c1)دیت  محدو

یک را مقدار  ،  ψi,v,tکند که متغیر تصمیم  ، بیان می (c3)دیت  محدونوع اجرای وظیفه باید برای هر وظیفه در نظر گرفته شود.  

،  (c4)دیت  محدوگردد.  طور موفق آمیز اجرا شود و در غیر صورت مقدارش صفر می به   𝑣در خودروی    𝑖گیرد وقتی که وظیفه  می

کند که هزینه  ، بیان می(c5)دیت  محدو از مقدار تعیین شده باشد.    یا مساوی  زمان اجرای وظیفه باید کمتردهد که  توضیح می

دهد که پهنای باند مورد  ، نشان می (c6)دیت  محدواز بودجه تعریف شده برای وظیفه باشد.  یا مساوی  انجام وظیفه باید کمتر  

،  (c7)دیت  محدوگره مه باشد.    تخصیص داده شده بهاز پهنای باند  یا مساوی  استفاده برای ارسال وظیفه به گره مه باید کمتر  

برای اجرای وظیفه باید کمتربیان می انرژی مصرف شده  انرژی گره مه باشد.    یا مساوی  کند که  توضیح ،  (c8)دیت  محدواز 

باشد.  می ابر  سرور  یا  مه  یا مساوی ظرفیت محاسباتی گره  باید کمتر  نیاز وظایف  منابع محاسباتی مورد  که  محدودیت  دهد 

(c9) ومحدودیت(c10) شود. کنند که یک و فقط یک خودروی مه و یا سرور ابر به وظیفه تخصیص داده میبه ترتیب بیان می 

 کند. لسازی ریاضی را خلاصه میهای متداول در مد، نمادگذاری2جدول ر اساس ب 

 نمادهای متداول استفاده شده در مدلسازی : 2جدول 

Table 2. Common symbols used in modeling 
 نماد  تعریف 

 𝑡 Xi,v',tدر برش زمانی   ′𝑣گیری باینری برای انتخاب خودروی مه  متغیر تصمیم

 𝑡 Xi,r,tدر برش زمانی  𝑟ای جادهگیری باینری برای انتخاب واحد کنار متغیر تصمیم

 𝑡 Xi,c,tدر برش زمانی   c  سرور ابر گیری باینری برای انتخاب  متغیر تصمیم

𝑣 ψدر خودروی   𝑖گیری باینری برای پذیرش وظیفه متغیر تصمیم
i,v,t
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 'tfi,v )ثانیه( ′𝑣به خودروی مه    𝑖سپاری وظیفه  زمان برون

 tfi,r )ثانیه(  𝑟به واحد کنار جاده ای   𝑖سپاری وظیفه زمان برون

 tfi,c )ثانیه( 𝑐به سرور ابر     𝑖سپاری وظیفه  زمان برون

 τi,v )ثانیه(𝑣در خودروی  𝑖مهلت زمانی وظیفه 

 'Ci,v )واحد هزینه( ′𝑣به خودروی مه    𝑖سپاری وظیفه  هزینه برون 

 Ci,r )واحد هزینه( 𝑟به واحد کنار جاده ای   𝑖سپاری وظیفه هزینه برون 

 Ci,c )واحد هزینه( 𝑐به سرور ابر     𝑖سپاری وظیفه  هزینه برون 

 bi,v )واحد هزینه( 𝑣در خودروی   𝑖بودجه وظیفه  

 Bi,v )مگا هرتز( 𝑣در خودروی  𝑖پهنای باند مورد نیاز وظیفه  

 ′𝐵𝑣 )مگا هرتز( ′𝑣پهنای باند تخصیص داده شده به خودروی مه  

 𝐵𝑟 )مگا هرتز( 𝑟پهنای باند تخصیص داده شده به واحد کنار جاده ای  

 'Ev ژول بر ثانیه( )′𝑣خودروی مه    یبرا  MIPSهر  یبه ازا انرژی مورد نیاز

 Er )ژول بر ثانیه( 𝑟ی واحد کنار جاده ای  برا  MIPSهر  یبه ازا انرژی مورد نیاز

 ′𝑣′( MIPS )  ∆𝑣نرخ رسیدن کل دستورات به خودروی مه 

 𝑟(MIPS )  ∆rنرخ رسیدن کل دستورات به واحد کنار جاده ای  

 𝑐 (MIPS )  ∆cنرخ رسیدن کل دستورات به سرور ابر  

′𝐸𝑣 )ژول( ′𝑣انرژی تخصیص داده شده به خودروی مه 
𝑡𝑜𝑡𝑎𝑙 

𝐸𝑟 )ژول( 𝑟انرژی تخصیص داده شده به واحد کنار جاده ای  
𝑡𝑜𝑡𝑎𝑙 

𝑣′( MIPS ) μظرفیت محاسباتی خودروی مه  
v' 

𝑟(MIPS ) μظرفیت محاسباتی واحد کنار جاده ای  
r
 

 𝑐(MIPS ) 𝜇𝑐ظرفیت محاسباتی سرور ابر  

  پیشنهادی  حلبندی یادگیری و راه فرمول- 3

 2سخت  NPاست و چنین مسائلی معمولا ، مسائل    1سازی عدد صحیح مختلطبهینه  مسئلهسازی مطرح شده، یک  بهینه  مسئله

  ن ی. در امیکنیفرموله شده استفاده م  یسازنه یحل مسئله به  یبرا  یتیتقو  یریادگی ما از    ن،یبنابرا.  [26]شوند در نظر گرفته می

   . میکنیم یرا بررس قیعم یتیتقو یریادگیحل و سپس راه میدهیرا شرح م یتیتقو یریادگی یسازادهیبخش، ابتدا پ 

 سازی یادگیری تقویتی  پیاده- 1- 3

  ک ی.  میکنیانتقال حالت شبکه استفاده م  کینامیثبت د  یبرا  (MDP)  یمتناه   گیری مارکوف فرآیند تصمیممدل    کیما از  

MDP  ف یتعر  یقیاز توابع پاداش با مقدار حق  یااز اقدامات و مجموعه  یامجموعه  ستم،یس  یهااز حالت  یابا مجموعه  توانیرا م 

بهبود   یقبل  اتیخود را بر اساس تجرب  سپاریبرون  ماتیتا تصم  کنندیتعامل م   ییخودرو  طیبا مح  ییخودرو  یهاعامل.  [2۷]کرد

ارتباط بین کنترلربخشند.   ابر را    ما  فرموله   ('S,A,R,ΠSS)صورت  به  MDP  ندیفرآ  کیبه عنوان  های محلی و سرورهای مه و 

نشان  ،   'ΠSSپاداش و    ینشان دهنده فضا  ،R،  اقدام  ینشان دهنده فضا،  Aحالت،    ینشان دهنده فضا  ، Sکه در آن    م، یکنیم

 :است ریو توابع مختلف مورد استفاده به شرح ز ها ی دهنده احتمال انتقال است. نمادگذار

پ   ی فضا  ک یفضای حالت:   • مجموعه وظایف در برش     است.  ستمیس  کیشبکه در    یهایکربندیحالت شامل تمام 

ϕt={ϕ1صورت به  tزمانی  
t ,ϕ2

t ,…,ϕI
t}  می وظیفه  شوند.  نمادگذاری  زمانی  iمشخصات  برش  در   ،t  ،  صورت بهرا  

ϕi
t={xi,v

t ,yi,v
t ,λi,v

t ,di,v
t ,τi,v

t ,Li,v
t ,bi,v

t ,Bi,v
t ,Ki,v

t   t  ی در بازه زمان  شدهمیتنظ  یمه و سرور ابر  یهاگره کنیم.نمادگذاری می  {

Ft={F1به صورت  
t ,F2

t ,…,F𝑉′+1
t Ct={C1و    {

t ,C2
t ,…,CC

t صورت به  j.  مشخصات گره مه با اندیس  شوندینشان داده م  {

Fj
t={xj

t,yj
t,μj

t,Ej
t,Cj

t,Bj
t} که به ترتیب  شودتعریف میxj

t و yj
t، مه، مختصات گره  μj

t   ،ظرفیت محاسباتی گره مه ،Ej
t  ،

Cjگره مه،    انرژیمقدار  
tو     ، هزینه پردازش وظیفه Bjt همچنین    باشند. ، پهنای باند تخصیص داده شده به گره مه می  

𝐶𝐶صورت به   cمشخصات سرورابر با اندیس  
𝑡 = {μc,Ec,Cc}  شود که به ترتیب    نمادگذاریμ𝑐  ، مشخص کننده ظرفیت

 
1 Mixed-integer linear optimization problem 
2 NP-hard problems 
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بردار  . بنابراین،  هزینه استفاده از ماشین مجازی است،  𝐶𝑐    مقدار انرژی ماشین مجازی و،  E𝑐محاسباتی ماشین مجازی،  

 کرد: فیتعر ری به صورت ز توانیرا م  t  ی در بازه زمان ستمیس حالت

(36) 𝑆(𝑡)=[ϕt,Ft,Ct ] 

 

.  کند یم  نییرا تعوظیفه    سپاریبرون  ی، استراتژt  ی عامل در هر لحظه زمان  کی  ،یشنهادیپ   کردیدر رو  فضای عمل: •

 : شودیم فیتعر ریبه صورت ز t ی در لحظه زمان عمل  کی ن،یبنابرا

(3۷) 𝑎(𝑡)=[Xi,1,t,Xi,2,t,…,Xi,v',t,Xi,v'+1,t,…,Xi,v'+1+c,t ] 

 𝑟(𝑡)است. به طور خاص، پاداش   وظایف، مصرف انرژی، تاخیر و هزینهنرخ پذیرش تابع پاداش بر اساس  :پاداشتابع   •

 شود:  انیب 40تا  3۸ه به صورت معادل تواند یم  کند،یم یرویپ 𝜋(𝑎(𝑡)|𝑟(𝑡) )  استیکه از س iبرنامه  یبرا

(3۸) 𝑟(𝑡) = 𝐴𝑐𝑐𝑣
𝑡 + 𝑝𝑒𝑛𝑎𝑙𝑡𝑦𝑣

𝑡 

(3۹) 𝑝𝑒𝑛𝑎𝑙𝑡𝑦𝑣
𝑡 = ∑ penaltyi,v,t 

i∈I(t)

 

(40) 

penaltyi,v,t =

{
 
 

 
 0                      if ∑ Xi,v',t tfi,v'

v′∈V′

+Xi,r,t tfi,r+ ∑Xi,c,t tfi,c
c∈C

≤τi,v    

−ω     if ∑ Xi,v',t tfi,v'
v′∈V′

+Xi,r,t  tfi,r+ ∑Xi,c,t tfi,c
c∈C

>τi,v and κi,v=1
          

 

، یک عدد صحیح منفی است. در واقع در روش پیشنهادی سعی شده که وظایف با اولویت بالا بیشتر پذیرش   ω−در اینجا 

 شوند.

 مقدمات - 2- 3

 ی 1ا یپو یسینوعمل در شبکه، برنامه-قابل توجه حالت  یها و فضا حالت  نیبا توجه به دانش محدود در مورد احتمال انتقال ب

حل مسئله انتخاب   یرا برا  (DRL)از یادگیری تقویتی عمیق  ما    ن،یکند. بنابرا  دایرا به طور موثر پ   نهیبه  استیس  تواند ینم  یسنت

بر ارزش اتخاذ   یمبتن  کردیرو  کیمختلف به عنوان    لیرا به دلا  قیعمQ  2یادگیری  ما    .[2۸] میکنیاتخاذ م  یشنهادیسرور پ 

اولا ، سمیکنیم زمان  یازمان گسسته   ستمی.  بازه  در هر  و  م  ی دارد  نظر گرفته  قابل  ، دوما.  شودیدر  مانند  منابع،    یهاتیتمام 

فقط    د ی ما با  یریادگیحل  ، راهسوما.  شوندیم  میسشده و به سطوح گسسته تق  یسازگسسته مدل  ریبر اساس مقاد   ، یمحاسبات

  Qشبکه    کیاز اهداف استفاده از    ی کی،  اانتخاب کند. چهارم  قیعم  یریادگی  جهیبه عنوان نت  ی هر بازه زمان  یسرور را برا  کی

  نه یبه  یریگمیتصم  استیس  کی  افتنی  یبرا  تواندیم  Q-یریادگی  کردیرو  است.  هامرحلهبه حداکثر رساندن پاداش در    ،3قیعم

.  کندیم   تیهدا  نهیحل بهکه عامل را به سمت راه  شودیم  ف یتعر  Qتابع    کی،  Q  یریادگی  کردیدر رو  .ردیمورد استفاده قرار گ

 :شودیمحاسبه م 4با استفاده از معادله بلمن  یبه صورت بازگشت Qتابع 

(41) Q(st,at)=Q(st,at)+α [r
t+γmaxat+1Q(st+1,at+1)-Q(st,at)] 

 

در    ی فعل  تیوضع  𝑠𝑡  داده شده است، که در آن Q(st,at)کند که توسط جدول    یرا نگهدار  Qجدول    ک ی  تواندیهر عامل م 

  ف، یتخف  بیضر  γ  ،یریادگ ی نرخ    αدر فرمول بالا،   .شودیانجام م   t  ی است که توسط عامل در بازه زمان  یعمل  𝑎𝑡و    t  یبازه زمان 

𝑠𝑡+1 و  یحالت بعد𝑎𝑡+1 در حالت  یعمل𝑠𝑡+1  است که مقدارQ یریادگی. رساندیرا به حداکثر م Q دوارکننده ی راه حل ام کی  

حال، در اکثر   نیحالت و عمل کوچک هستند. با ا  یکه فضاها  یبرسد، زمان  نهیبه  استیبه طور موثر به س  تواندیاست که م

  ی میعظ  یسازرهیذخ  یبه فضا  Qجدول    ینگهدار  نیبزرگ هستند و بنابرا  اریحالت و عمل بس  یفضاها  ، یواقع  یای دن  یهاطیمح

 
1 Dynamic Programming 
2 Q-learning 
3 Q-network 
4 Bellman equation 
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در نظر گرفته   0  یتمام لحظات زمان   یبرا  Q  ر یشرح داده شده است. در ابتدا، مقاد  1  تمیدر الگور  Qیادگیری   کردیرو  دارد.   ازین

عمل    کی1حریصانه   -  ε  استیو با استفاده از س  کند یم  افت یدرای  واحدهای کنار جادهرا از    تی عامل اطلاعات وضع  ک ی.  شوندیم

1با احتمال    نهیاقدام به  کیعامل    صانه،یحر-  ε  استیدر س  .کندیرا اجرا م − 𝜀   با احتمال    را  یاقدام تصادف  کیو𝜀 دهد یانجام م  .

  ک یدر داخل    یفور  یهاپاداش  ن یانگیبه عنوان م ،. پاداششودیم  یروزرسانبه  مرحلهدر هر   برش زمانی  T  یبرا  Qمقدار  جدول  

دارند، استفاده   ی عمل کوچک  ایحالت  ی که فضاها یی ها MDP یعمدتا  برا  Qیادگیری  کردیروبنابراین،   . شودیمحاسبه م مرحله

 . شودیم

 

Algorithm 1: Q-Learning Approach 

Input: Set of all tasks and set of all possible associations between controllers and predefined servers. 

Output: Efficient offloading decisions 

1: Initialize Q(st,at) to 0 for all time instants ; 

2: for each episode do 

3:   for t=1 to T do 

4:           At time instant t, an agent acquires the state 𝑠𝑡; 
5:           An agent chooses an action at=argmaxatQ(s

t,at)with probability 1-ε  or  

               randomly  choose action from action space with probility 𝜀; 

6:            An agent updates Q(st,at)from Eq. 41 ; 

7:   end for        

8: end for    

9: return Q(S,A); 

 

 

،  DQN. در  شودیاستفاده م  نهیبدست آوردن راه حل به  یبراDQN(  2(  عمیق  Qشبکه یادگیری    کرد یرو  کیرو، از    نیاز ا

را  ی که حالت ورود شودیزده م  نیتخم θبا مجموعه پارامتر  DNN(  3( قیعم  یشبکه عصب کی ، با استفاده از  Qتابع مقدار  کی

شبکه وجود دارد. پس از تعداد   تیتثب  یهدف برا  یشبکه عصب  کی  ،یاصل  ی. جدا از شبکه عصبدهدیعمل نگاشت م  کیبه  

به طور   یاصل  یشبکه عصب  ی. پارامترهاشوند یم  ی کپ  یاصل  یهدف از شبکه عصب  یشبکه عصب  یاز تکرارها، پارامترها  یثابت

 :شودیم فیتعر ریبه صورت ز DQN اتلاف. تابع شوندیم  یبروزرساناتلاف به حداقل رساندن تابع   یمکرر برا

(42) Lt(θt)=(yt-Q(st,at|θt))
2 

 

 𝜃𝑡 یبا پارامتر وزن  ی شبکه اصل  ینیمقدار تخم Q(st,at|θt)است، و   t  ی بازه زمان  یمقدار هدف شبکه هدف برا  𝑦𝑡که در آن 

 : شودیم فیتعر 43به صورت معادله  𝑦𝑡است. مقدار هدف  

(43) yt=rt+γ maxQ'(st,at|θ't) 

 

شرح داده   2  تمیدر الگور   DQN  کردیرو  کی  و هدف هستند.  یاصل  یهاشبکه   یوزن  یپارامترها  بیبه ترت θ'tو    θtکه در آن 

 شده است. 

Algorithm 2: DQN Approach 

Input: Set of all tasks and set of all possible associations between controllers and predefined servers. 

Output: Efficient offloading decisions 

1: Initialize Replay Buffer, Paramter set (𝜃 𝑎𝑛𝑑 𝜃′) of main and target networks, Update interval U; 

2: for each episode do 

3:   for t=1 to T do 

4:           At time instant t, an DQN agent acquires the state 𝑠𝑡; 

5:           An agent chooses an action based on the 𝜀 –greedy policy; 

 
1 ϵ-greedy 
2 Deep Q-learning Network (DQN) 
3 Deep Neural Network (DNN) 
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6:           Execute action 𝑎𝑖
(𝑡)

, and observe the reward 𝑟𝑖
(𝑡)

 and the next state 𝑆𝑡+1 

7:           Process 𝑆𝑖
(𝑡+1)

 to be the next state; 

8:          Store transition (Si
(t),ai

(t),ri
(t),Si

(t+1)
) into replay memory; 

9:          Sample random mini-batch of transitions (Si
(t),ai

(t)
,ri
(t),Si

(t+1)
) from replay memory; 

10:        Compute yt from Eq. 43;  
11:         The DQN agent uses gradient descent to minimize the loss function as shown in Eq. 42 ; 

12:          After every U steps, update the parameters of target network ; 

7:   end for        

8: end for    

9: return Q(S,A; 𝜃); 

 

 

هر    است. در  مرحله  T  یشوند. هر قسمت دارا  ی م  هیاول  یمقدارده   و هدف   یاصلی  شبکه  DQN  یدر مرحله اول، پارامترها

  εبراساس سیاست    ،DQNعامل    کیپس از به دست آوردن حالت،    . آورد  ی را به دست م  𝑠𝑡  ی فعل  تیوضع  DQNمرحله، عامل  

  نزولی  انیسپس از روش گراد.  شود  یم  رهیذخ  2پخش مجدد بافر    کیانتقال در    1چندگانه.  کند  یرا انتخاب م  حریصانه عملی-

از هدف    شبکه 'θ ی، پارامترهاUاز مراحل    یاز تعداد ثابت  پس.  شود  یاستفاده م  ها و کم کردن تابع اتلافوزن  یروز سانب  یبرا

 شود.می  بروزرسانی یشبکه اصلطریق 

 مبتنی بر یادگیری فدرال  الگوریتم پیشنهادی-3- 3

  کی  یشنهادیحل پ . راهمیدهیارائه م  ی چند عامل  DRLبر    یفدرال مبتن  فهیوظ  سپاریبرونچارچوب    کیکار، ما    نیدر ا

  ماتیتا تصم  گذارندیبه طور متقابل دانش را به اشتراک م   سراسریو    ی محل  یهاکه در آن مدل  دهد یرا ارائه م  ه یچند لا  یمعمار

.  شوندیم  ینگهدار  کنترلرهای محلیو در    گیرندیگرفته م  ادی  یها به صورت محلمدل  .رندیبگرا    یاآگاهانه  فهیوظ  سپاریبرون

  ی خصوص   میحر  نی. همچنکندیکمک م  یارتباط  یرهایبه کاهش تأخ  کنترلرهای محلیدر    ی فدرال با آموزش محل  یریادگی

 ر ییاحتمال تغ  همچنین  .شودیبه اشتراک گذاشته م  یاتیح  یهااز داده  یمقدار کم  رایز  بخشد،یها را بهبود مخودروها و داده

نشان    3در شکل  فدرال    یادگیری گردش کار    .شوندیها به اشتراک گذاشته مشبکهدر    هاانیفقط گراد  رایها کمتر است زداده

کنترلرهای   ونیبر فدراسو مبتنی      شامل کنترلر سراسری  ییبالا   هیلاهای پایین و بالا.  که شامل دو لایه است: لایه  داده شده است

خود    ورودیرا به عنوان    حالت   ،ی نییپا  هیدر لاها  عاملهستند.    کنترلرهای محلیشامل    ینییپا   هیکه لا  یهستند، در حال  محلی

به    هایوزرسانبر. سپس  رندیگیم  ادیها )پارامترها( در شبکه اصلی  با استفاده از تغییر وزنرا  و استراتژی بهینه    رندیگیدر نظر م

.  کندیم  عی در محدوده انتقال را تجم  هاعاملهمه    پارامترهای  یهایوزرسانرکه ب  شوندیبه اشتراک گذاشته م  ییبالا  هیدر لا   عامل

شبکه    .بخشدیرا بهبود م  سپاری وظیفهبرون  یریگمیمدل تصم  ،ییو بالا  ینییپا  هیلا  نیب  هایوزرسانرمتقابل ب  یگذاراشتراک   نیا

   .گذاردیبه اشتراک م لایه پایینی هایرا با عامل وز شدهرب سراسریمدل   کیکرده و  عیرا تجم یمدل محل یهاوزن ،سراسری

 
1 Tuple 
2 Replay buffer 
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 دهد.خوشه و ارتباط بین کنترلرهای محلی و سراسری را نشان می kفرآیند یادگیری فدرال برای  :3شکل 

Figure 3. Shows the federated learning process for k clusters and the connection between local and global controllers. 

  شدهعیرا به صورت توز  فهیوظ  بروزرسانی مدل    کنترلرهای محلی که در آن    شودیحل م  ترنییپا  هیدر لا  یسازنه یمسئله به

  سپاریبرونمربوط به    ماتیو تصم  کندیم  یآورتجربه جمع  ه صورت بر خطتعامل دارد، ب  طیبا مح  کنترلر محلی هر    . رندیگیم  اد ی

  ینییپا  هیبه لا  هایو بازگرداندن بروزرسان  ینییپا  هیاز لا  یافت یدر  یپارامترها  عیمسئول تجم   ییبالا  هی. لاکندیم  نهی خود را به

تا تجربه    کند یها کمک م به عامل  ،یسازه یصحنه شب  کیدر    کنترلرهاهمه    یبرا  ها یوزرسانبر  یآوربا جمع  ییبالا  هیاست. لا

 بیان شده است.  3رویکرد فدرال توسط الگوریتم   داشته باشند. یترمتنوع  یآموزش

Algorithm 3: DQN-based Federated Learning Approach 

1:Input: The Initial set of local agents K;  

2:Output:  Reward 𝑟(𝑡) and offloading action 𝑎(𝑡); 
3:Repeat 

4:     each local controller agent in cluster 𝑘 ∈ 𝐾 updates its parameters set 𝜃𝑘
𝑡  using Algorithm 2; 

5:     each local controller agent in cluster 𝑘 ∈ 𝐾 sends its parameters set 𝜃𝑘
𝑡  to the centralized controller agent; 

6:     The centralized controller agent aggregates the local parameters 

7:     sets of k number of fog clusters as 𝜃𝑘
𝑡+1 = ∑

𝐷𝑘

𝐷𝑘∈𝐾 ∗ 𝜃𝑘
𝑡  

8:   𝑡 ← 𝑡 + 1; 

9:until 𝑡 > 𝑇 

 

،  کنترلرهای محلیدور است. در هر دور،  Tفدرال شامل تعداد  یریادگیشود. تعداد عامل های اولیه مقدار دهی می ابتدا،در 

  5و    4همانطور که در مراحل    کنند،یمتمرکز ارسال م  کنترلربه    عیتجم  یکرده و برا  یخود را بروزرسان  یمجموعه پارامترها

پارامترها  کنترلر،  ۷  نشان داده شده است. در مرحله 𝜃𝑘  سراسری  یمتمرکز، مجموعه 
𝑡+1    را در هر دور𝑡  مجموعه   عیبا تجم

𝜃𝑘  ی محل یپارامترها
𝑡  کننده شرکت کنترلر محلیهرk ∈ K [ 2۹]کندیم دایپ  ری به شرح ز : 

(44) 𝜃𝑘
𝑡+1 = ∑

𝐷𝑘
𝐷

𝑘∈𝐾

∗ 𝜃𝑘
𝑡  

𝐷  که به صورت  وظایف استاندازه کل    Dاست و    خوشه  نیام  k  تعداد وظایف در  𝐷𝑘  نجا،یدر ا = ∑ 𝐷𝑘𝑘∈𝐾  شودیمحاسبه م . 

 سازی نتایج شبیه- 4

.  کندیم  یمعرفرا    سهیمقا  مورد  کارهایو    د دهیرا ارائه م  یتجرب  ماتیتنظ  ،ی واقع  ی ایمجموعه داده دن  کیبخش با اتخاذ  این  

 د. ده یها را نشان مو بحث یتجرب ج یسپس، نتا

 سازی و کارهای مورد مقایسه تنظیمات شبیه- 1- 4

  کیدر    سرورهای مه  ی ریگمیمنابع تصم  تیریمد  یشنهادیپ   کردیعملکرد رو  یابیارز  یبرا  خودروها  یواقع  کیتراف  انیاز جر

در    ها یتاکس  یحرکت  یهایابی با استفاده از رد  خودروها   یمجموعه داده واقع   کیاز    ن،ی. بنابراشودیاستفاده م   خودروییشبکه  
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 هیفور  1روز، از    30  یاست که ط  ی تاکس  320  با یتقر  GPSشامل مختصات  مجموعه داده،    نیا   .[ 30]شد  ده استفا  ا یتالی، ا1رمشهر  

  هایمکان تاکس  اند.شده  یآورجمع  هیثان  ۷هر   که  استرانندگان    ی مکان  تیموقعکه شامل    اندشده  یآور، جمع2014مارس    2تا  

ما به    است.   ریمتغ  ۸۹/41  ییایتا طول جغراف  - 14/0  ییایو از طول جغراف  51/45  یی ایتا عرض جغراف  36/3۹  یی ایاز عرض جغراف

  RSU  یکه سرورها  ییاز آنجا  .میریگی م  در نظرروز    کیدر طول    یهر تاکس  ریها، مسبا استفاده از مجموعه داده  یطور تصادف

  م یتقس  RSU  یرا بر تعداد سرورها  خودروهاقرار دارند، ما فاصله حداکثر و حداقل محدوده مکان    خودروبه    ک یدر جاده نزد

مقدار بالا   کی ،یسرور مرکز یبرا  ییایجغراف تیموقع کیاختصاص  یبرا ن،یعلاوه بر ا .میکن  دای را پ  RSUتا مکان هر   میکنیم

آن،   سهیو مقا  تمیالگور  نهیارائه به  یبرا  ،همچنین  .میکنیاضافه م   هایتاکس  تیموقع  ییایبه حداکثر مقدار عرض و طول جغراف

 . میکنیاز سه مدل به عنوان مبنا استفاده م

با    یی به سرورها  فیوظا  صانه، یسرور است. در راه حل حر  کیبه    فهیهر وظ  صیتخص  یبرا  2صانهی، روش حراول  ه یروش پا

  فیوظا   و   شودیم   دهینام  RL  3که    ،است  ی جدول  یتیتقو  یری ادگی وم،  د  هی. روش پا شوندیمنابع بالاتر اختصاص داده م  یهاتیقابل

  . شودیم  ی سازادهی حالت پ   طیحفظ تمام شرا  یبرا  ، جدول بزرگ  کی،  RL. در روش  دهدیسرور مناسب اختصاص م  کیرا به  

کند که با  سعی می  نهیبه  استیس  کی  ،روش  نیا  .است  [۸] ارائه شده در    SDNبر    یمبتن  سپاریبرون  استیس  ،سوم  پایه روش

زمان پاسخ سرور مقصد و مهلت درخواست را به   نیب یزمانتفاوت  سراسری، SDNدانش سراسری از شبکه خودوریی مه توسط 

   حداکثر برساند.

ما    ن،ی. علاوه بر امیکنیخود استفاده م  یشنهادیپ   قیعم  یتیتقو  یریادگی  یسازادهیپ   یبرا،  PyTorch   [31]  کتابخانه  ما از

  ReLU. همچنین از تابع  میاستفاده کردهنورون ا  12۸  پنهان با اندازه  یهاهیکاملا  متصل با لا  یشبکه عصب  کیاز    هیاز چهار لا

  کندیم  ی معرف   یرا به شبکه عصب  یرخطیغ   یهایژگ یو  که  اضافه شده است  طمرتب  یهاهیاست به لا   یسازتابع فعال  کیکه    [32]

پارامترها  ی. برخبخشدیرا بهبود م  قیعم  یشبکه عصبعملکرد  و   در    یریادگی   ندیو فرآ  یشنهاد یمنابع پ   تیریمدروش    یاز 

   آمده است. 3جدول 

 سازی پارامترهای شبیه: 3جدول 

Table 3. Simulation parameters 
 مقدارها  پارامترها 

 5 ها خوشه  

 128 تعداد نورون ها 

 Relu تابع فعالسازی 

 6000 اندازه بافر 

 Adam بهینه ساز 

Mini-batch 128 

0/ 250 نرخ یادگیری   

 (MIPS)  500-4000 ی وظایف نرخ ورود دستورالعمل ها

-120 نویز قدرت  dB 

1-2 پهنای باند خودرو  (GHz) 

RSU 200-100پهنای باند  (MHz) 

1-100 پهنای باند وظیفه  (MHz) 

 (GB/s)10 به ابر   RSUنرخ ارسال داده ها از 

2000- 5000/3000/ 10000 ابر /RSUظرفیت محاسباتی خودرو/ (MIPS) 

 watts   0.5 توان انتقال خودرو 

0/ 0008-0/ 00012/  0/ 0004/ 0001/0 ابر /RSUانرژی پردازش خودرو/  

(joule/s) 

 
1 Rome 
2 Greedy 
3 Reinforcement Learning(RL) 



 محسن جهانشاهی  -نازبانو فرزانه -سید امین حسینی سنو -کبری بهروان/سپاری وظیفه چندعامله ...رویکرد برون   131

 

0/ 0022و0033/0/  0/ 0061/ 0082/0 ابر /RSUهزینه پردازش خودرو/  

(unit cost/s) 

0/ 004/ 0033/0/ 0/ 001 ابر /RSUخودرو و خودرو/ینه ارتباط بین زه  (unit costs) 

400- 500 تعداد خودروها   

 35 های مه تعداد گره

 

 نتایج تجربی - 2- 4

  نیبگذارد، ا  ریاست که ممکن است بر عملکرد مدل تأث  یادگیری عمیق در    یپارامتر اساس  ک ی  یریادگینرخ    نکهیبا توجه به ا

عملکرد    توانند یکه چگونه آنها م  کند یم  یمقاله بررس  نی. اکند یم   میتنظ    025/0و    01/0  ،05/0  ی را رو  یریادگیمقاله نرخ  

  100به خاطر نتایج زیاد، برای نشان دادن بهتر نتایج، هر    . دهدیرا نشان م  ها افتهی  4دهند و شکل    ش یرا افزاپیشنهادی    تمیالگور

و مقدار    ترعیسر  ییبا سرعت همگرا  پیشنهادی  تم یالگور  دهد،یهمانطور که شکل نشان مشود.   ، میانگین گرفته می1قسمت

زمان  ییهمگرا آموزش،  نرخ    یبهتر در طول مرحله  بهتر  میتنظ   025/0  یرو  یریادگیکه  عملکرد  است،    ریمقاد  دارد.  یشده 

که    کندنتایج بیان میداده شده است.  شده است، نشان    میتنظ  01/0  و  05/0  یرو  یریادگیکه نرخ    یمدل زمان   فیضع  ییهمگرا

 ی بهبود قابل توجه  چیه ی ریادگینرخ  شتریب  شیحال، افزا ن یشود. با ا ترعیسر یی منجر به همگرا  تواندیم  یریادگی نرخ  شیافزا

  دهد.بهینه را افزایش میحل  حل بهینه محلی و شکست برای رسیدن به راهکه احتمال افتادن در راه  دهد ینشان نم  ریدر مقاد

است منجر به  مکنبالاتر م یریادگی که نرخ  دهد ینشان م جه یخواهد برد. نت ی ادیزمان ز ییهمگرا یبرا نییپا یریادگی اما نرخ 

افزا  یروزرسانمرحله به  کی   ی تکرارها  ، ییبه حالت همگرا  یاب یدست  یو برا  دهدیم   شیوزن کوچک شود که زمان آموزش را 

  است. 025/0 یریادگیمقدار نرخ   ها، شیدر تمام آزما ن،ی. بنابراکندیم یوررا ضر یشتریب

 

 
های یادگیری مقایسه نرخ :4شکل   

Figure 4. Comparison of learning rates 

 

دهنده  نشان  عرضیو محور    تعداد وظایف دهنده نشان  یشان داده شده است، که در آن محور طولن 5در شکل    شی آزما  جینتا

زمان پاسخدهی شامل زمان انتقال وظیفه، زمان انتظار در صف،   است.سپاری وظیفه(  زمان پاسخدهی )زمان برونمیانگین  مقدار  

برای تعداد    ما  یشنهادیدر طرح پ   زمان پاسخدهینشان داده شده است،    5  همانطور که در شکلو زمان پردازش وظیفه است.  

مقیاس پذیر را برای یادگیری سیاست    3یک سکویFRL  2دهند که  تحلیل نتایج نشان می  مقدار را دارد.  نیکمتر  وظایف مختلف

  کنند،یم  یتابع هدف مشترک همکار  کی  یسازنه یبه  یبرا  کنترلر توزیع شده  نیفدرال، چند  یسازنهیدر به  کند.بهینه فراهم می

 
1 Episode 
2 Federated Reinforcement Learning (FRL) 
3 Platform 
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  یهاتم یبا آموزش الگور  FRL  عمل کنند.  یمرکز  یو بدون هماهنگ  رمتمرکزی غ   طیمح  کیکه در    رندیگیم   ادی ها  عاملکه    یدر حال

و در    کند یخام، کار م  یها داده  یبه جاسراسری  مدل    یها یروزرسانبه  یگذاربه اشتراک   ،ی محل  ی هاداده  یبر رو  یمشارکت

در    FRLو    RL  یهاحلکه راه  می ابیدر  میتوانیم  5از شکل  همچنین،  کند.  های بهینه کمک میبه ایجاد مدل با ایجاد وزن  جهینت

  فهیوظ  ریتأخ  ی که تقاضاها  یمناسب بر اساس منابع موجود هستند، در حال   ی به سرورها  فی وظا  صینحوه تخص  یریادگیحال  

راه حل خوب باشد.    ک ی  تواندیم  پیشنهادی  یو استراتژ  کندیکار نمخوب  بزرگ    یهاطیدر مح  RLروش    .کنند یرا برآورده م

  . بردیرنج م  یریپذاسیاز کمبود مق  و  حالت را حفظ کند  طیشده است تا تمام شرا  یسازادهیپ   RLجدول بزرگ در روش    کی

تواند میانگین زمان  کند بنابراین میرویکرد پیشنهادی از خودروهای پارک شده و در حال حرکت جهت انجام وظایف استفاده می 

کند. از آنجا که منابع  ها استفاده می  RSUمنابع  درون خوشه تنها از  ، در  ارائه  شده  SDN-basedپاسخدهی را کاهش دهد. روش  

RSUتواند به صورت محلی اجرا شود و در نتیجه باید براساس تصمیم کنترلر سراسری و  ها محدود هستند، بنابراین وظیفه نمی

منابع بالا اختصاص    تیبا ظرف  یبه سرور  فهیهر وظ  صانه،یحل حردر راهسپاری گردد.  از طریق سوییچ ها به سرور مقصد برون

در روش حریصانه برای استراتژی بهینه   که در نتیجه زمان پاسخدهی شودینم  یرویپ   یریادگی  استیس  چیاز ه  و   شودیداده م

 شود. در نظر گرفته نمی

 
میانگین زمان پاسخدهی برای چهار الگوریتم با تعداد وظایف مختلف  :5شکل   

Figure 5. Average response time for four algorithms with different numbers of tasks 

 

لت زمانی رعایت شود.  همانطور که قبلا  بیان شد، وظایف با اولویت بالا دارای مهلت زمانی از پیش تعریف شده اند و باید مه

معمولا     صانهیحر  تمی. از آنجا که الگورستیبلادرنگ ن  یهابرنامه  یبرا  نهیبه  استیانتخاب س  یبرا  یمناسب  کردیرو  ،صانهیحرروش  

شکست    نهیحل بهراه   کی( در کشف  شهیمعمولا  )اما نه هم  کند، یها عمل نمهمه داده  یبه طور کامل رو  ا یپو  یسینومانند برنامه

مقصد را   یسرورها  ،یعصب  یهاشبکه  یهاتیبا استفاده از قابل  توانندیم یادگیری تقویتی    یها کیتکن  گر، ید  ف. از طرخوردیم

اولویت وظایف را در نظر نمیSDN-basedروش    انتخاب کنند.   یبه طور مؤثرتر  وظایف  سپاریبرون  یبرا گیرد و در نتیجه ، 

 تواند اجرای وظایف بلادرنگ را تضمین نماید.  نمی
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نرخ شکست وظیفه برای چهار الگوریتم با تعداد وظایف اولویت بالای مختلف  :6شکل   

Figure 6. Task failure rates for four algorithms with different numbers of high priority tasks 
 

می۷شکل   نشان  را  مختلف  الگوریتم  چهار  برای  انرژی  مصرف  میانگین  الگوریتم،  که  یادگیری   RLو    FRLهای  دهد  با 

همانطور  توانند تصمیمات بهتری را با توجه به در نظر گرفتن مصرف انرژی به عنوان محدودیت اتخاذ کنند.  استراتژی بهینه می

و حریصانه    SDN-basedالگوریتم  های با مقیاس بالا خوب کار کند.  تواند در شبکهنمی  RLدهد الگوریتم  که شکل نشان می 

ترین زمان وظیفه انجام ه در مهلت زمانی خود تاکید دارند که با کوتاهگیرند و تنها بر روی انجام وظیفمصرف انرژی را در نمی

 شود و بنابراین کارایی مناسبی از لحاظ انرژی ندارند. 
 

 
میانگین مصرف انرژی برای چهار الگوریتم با تعداد وظایف اولویت بالای مختلف  :۷شکل   

Figure 7. Average energy consumption for four algorithms with different numbers of high priority tasks 
 

پذیری تواند انعطاف کند که میاستفاده می  SDNهمانطور که بیان شد، روش پیشنهادی از یادگیری فدرال همراه با فناوری 

با هم مقایسه شده اند. در    SDN-basedو    FRLدو الگوریتم مبتنی بر    ،۸پذیری را در شبکه افزایش دهد. در شکل  و مقیاس

، تابع هدف براساس کاهش زمان  SDN-basedتابع هدف افزایش نرخ پذیرش وظایف و همچنین در الگوریتم  ،  FRLالگوریتم  

تواند، هزینه اجرا و ابر اجرا شوند که می   RSUتوانند روی  سپاری وظیفه است. بنابراین با افزایش مهلت زمانی، وظایف میبرون

می افزایش دهد.  هزینه کمینه را  لزوما  است که  عنوان محدودیت  به  الگوریتم  هر دو  پردازش در مدل  که هزینه  توان گفت 

الگوی ترافیکی خودروها میشود. نتایج نشان مینمی الگوریتم پیشنهادی با یادگیری استراتژی بهینه بر اساس  واند  تدهد که 

 هزینه را نیز کاهش دهد. 
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میانگین هزینه در مقابل بیشینه مهلت زمانی برای وظایف مختلف  :۸شکل   

Figure 8. Average cost vs. maximum deadline for different tasks 

 گیری ارزیابی و نتیجه- 5

 سپاریبرونمدل    کیتوسعه    یفدرال را برا  قیعم  Q-learningبر    یمبتن  سپاری وظیفهبرون  کیتکن  کیمقاله، ما    نیدر ا

مه    یو هم عدم تعادل بار در سرورها  یهم مصرف انرژروش پیشنهادی  .  میاکرده  شنهادیپ   ییمحاسبات مه خودرو  یبرا  یسراسر 

از لحاظ   هیپا  سپاریبرون  یها کیما از تکن  یشنهادیپ   سپاریبرون  کیکه تکن  دهند نتایج تجربی نشان می .  رساند یرا به حداقل م

پاسخدهی و هم میانگین هزینه پردازش   تا    میکار را گسترش ده  نیا  م یما قصد دار  نده،یدر آکارآمدتر است.  میانگین زمان 

های محیط  سپاری وظیفه همراه با دیگر مجموعه داده حل مسئله برون  یرا برا  یتردهیچیپ یادگیری تقویتی عمیق    ی هاک یتکن

   واقعی نظر بگیریم. 
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