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Abstract

In this paper, the reduced differential transform method is investigated for
a nonlinear partial differential equation modeling nematic liquid crystals, it
is called the Hunter-Saxton equation. The main advantage of this method
is that it can be applied directly to nonlinear differential equations without
requiring linearization, discretization, or perturbation. It is a semi analytical-
numerical method that formulizes Taylor series in a very different manner.
The numerical results denote that reduced differential transform method is
efficient and accurate for Hunter-Saxton equation.
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1 Introduction

Nonlinear wave phenomena appears in various scientific and en-
gineering fields, such as fluid mechanics, plasma physics, biology,
chemical physics. Nonlinear wave phenomena of dispersion, dissi-
pation, diffusion, reaction and convection are very important in
nonlinear wave equations.

In this paper we study the Hunter-Saxton equation
Uppr + 2Uglyy + Ullgyy = 0, t>0,2€eR, (1.1)

where describes the propagation of waves in a massive director field
of a nematic liquid crystal [10] with the orientation of the molecules,
x being the space variable in a reference frame moving with the
linearized wave velocity, and ¢ being a slow time variable. The liquid
crystal state is a distinct phase of matter observed between the
solid and liquid states. More specifically, liquids are isotropic (that
is, with no directional order) and without a positional order of their
molecules, whereas the molecules in solids are constrained to point
only in certain directions and to be only in certain positions with
respect to each other. The liquid crystal phase exists between the
solid and the liquid phase - the molecules in a liquid crystal do not
exhibit any positional order, but they do possess a certain degree
of orientational order. Not all substances can have a liquid crystal
phase e.g. water molecules melt directly from solid crystalline ice
to liquid water. The equation (1.1) is also relevant in other physical
situations, e.g. it is a high-frequency limit of the Camassa-Holm
equation [7], a nonlinear shallow water equation [7,13] modeling
solitons [7] as well as breaking waves [9)].

The present paper investigates for the first time the applicabil-
ity and effectiveness of the reduced differential transform method

(RDTM) on the Hunter-Saxton equation.

The remaining structure of this article is organized as follows: Sec-
tion 2 is a brief introduction to the RDTM for finding approximate
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solution. In Section 3, we illustrate this method in detail with the
Hunter-Saxton equation. In Section 4, several examples are exhib-
ited for illustration and in Section 5, some conclusions are given.

2 Differential transform method (DTM)

The DTM was first proposed by Zhou [20], who solved linear and
nonlinear initial value problems in electric circuit analysis, and was
used heavily in the literature successfully applied to one-dimensional
planar Bratu problem [1], integro-differential equations [4], higher-
order initial value problems [2], systems of differential equations
[3,5,11], eigenvalue problems [8], partial differential equation [12],
high index differential-algebraic equations [19].

2.1 One-dimensional differential transform method

The differential transform of the function ¢(t) is defined as the
following

610 = 5 | o) )

where ¢(t) is the original function and G(k) is the transformed
function. Here j—; means the k derivative as

a(t) = 3 Gk 22)
k=0

Substituting (2.1) to (2.2) we have

) k
o0 =3 3 [ Gott] &

k=0

By attention to (2.1) and (2.2), the basic mathematical operations
are readily be obtained and given in Table 2.1.
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Table 2.1. One-dimensional differential transformation

Original Function | Transformed Function
g(t) + =(t) G(k) + Z(k)

cg(t) cG(k)

o0 U n)
a(t)=(1) Sy G Z(k — 1)

2.2 Two-dimensional differential transform method

The basic definitions and fundamental operations of the two- di-
mensional differential transform are introduced in [14] as the fol-
lowing

(ko) = [a ( >] (2.3)
Ulk,h) = —— |~ u(x,t , 2.3
kIl | 0ot 00

where u(x, t) is the original function and U(k, h) is the transformed
function. The differential inverse transform of U(k, h) is

u(z,t) = ? }i Ul(k, h)z"t", (2.4)

and from Eqs. (2.3) and (2.4) can be concluded

o) =S | X ] e e
1= A Er T P '

k=0 h=0

In Table 2.2 has listed the fundamental mathematical operations of
two-dimensional differential transform. The proofs of Table 2.2 are
available in [6].

2.8  The reduced differential transform method

The basic definitions and operations of the RDTM [15-17] are de-
fined as follows:
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Table 2.2. Two-dimensional differential transformation

Original Function | Transformed Function

u(x,t) o(x,t) U(k,h) £V (k,h)

cu(x,t) cU(k,h)

Bulzt) (k+1)U(k +1,h)

Bulzt) (h+ 1)Uk, h+1)

s PR (k4 7+ 5)

u(z, t)v(z, t) Sk Sk UG h—s)V(k—r,s)

Definition 2.1 If function u(x,t) is analytic and differentiated con-
tinuously with respect to time t and space x in the domain of inter-
est, then let

Us(z) = ;‘ lg;u(x,t)] % (2.6)

where the t-dimensional spectrum function Uy (x) is the transformed
function. In this paper, the lowercase u(x,t) represent the original
function while the uppercase Uy(x) stand for the transformed func-
tion.

Definition 2.2 The reduced differential transform of a sequence
{Uk(z)}32, is introduced as follows:

u(z,t) = g: Uy (x)tF. (2.7)

To combining equation (2.6) and (2.7), we have

(e, t) = ki /iv [;cu(x,t)] * (2.8)

t=0

Some basic properties of the reduced differential transformation

obtained from definitions (2.6) and (2.8) are summarized in Table
2.3. The proofs of Table 2.3 and the basic definitions of the RDTM
are available in [18].
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Table 2.3. Basic operations of RDTM

Original Function | Transformed Function
u(z,t) Uk(x)

u(x,t) +v(x,t) Uk(z) £ Vi(x)

cu(zx,t) cUk(z) c is a cons.

" x™6(k —n)

xt"u(x, t) 2"Ug_n(x)

%u(m, t) %Uk(az)

2 (e, 1) BN (2)

ula, (e, 1) SE o Un(@)Vi o ()

3 The RDTM for the Hunter-Saxton equation

In this section, we will illustrate as an application the proposed
method for the Hunter-Saxton equation. Consider the following
equation

Utgr + 2Uplpy + Ullgyy = 0, t>0,z €R, (3.1)
with the initial conditions
u(z,0) = f(z),
ur(a,t) = g(t), (3.2)
e (a, t) = 2(t),

where a is constant. The approximate solution using the conditions
(3.2) is given by

u(w,t) = f(2) + (x —a) fy (9(7) + 2()) dr

— JETT I (s, T ugs (5, T) A+ w(S, T)ugss (5, 7)) dsdAdr,

(3.3)
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According to the RDTM, we consider the transformations of the
functions u(x,t), g(t) and z(t) as the following

u(z,t) = 32, Ur(2)tF, g9(t) = 272 G(R)t",

2(t) = S0 Z(R)H,

Up(z) = % {%u(m,tﬂt o G(k) = % {%g@)}t:o’

(3.4)

Z(k) =& [Sa)] _ . k=0,1,2,....

To substitute the relations (3.4) into Eq. (3.3), we have

SiZo Un(@)th = f(x) + (z — a) Jy Zi2o (G(k) + Z(k)) T8d7

— e A (2N(s) + My(s)) TRdsdNdr,

(3.5)

where by Table 2.3, Ni(s) and Mj(s) are as follows

Ni(s) =" gsUr(S)ﬁaszUk_r(S)’ My(s) =>_ UT(S)SS:sU’f—T(S)'

r=0

We now carry out the integration with respect to ¢t on the Eq. (3.5)
to write

tk+1

SRo U(@)th = f(x) + (z — a) 532 (G(k) + Z(k)) T3

tk+1

— [2 )20 (2Ni(s) + Mi(s)) o dsd.

(3.6)

At last, equation coefficients of the same powers of ¢, we obtain the
recursive formula for coefficients as the following

Un(x) = f(x). (3.7)



and
U1 (2) = (@ — a) (G(k) + Z(K))

— i ST S (2Nk(s) + My (s)) dsd), k=0,1,2,....

(3.8)
Substituting (3.7) into (3.8) and by a straight forward iterative
calculations, we obtain the following Uy(x) values. So, the inverse
transformation of the set of values {Uy(z)},_, give approximate
solution as

P
up(w,t) = Y Up(2)t",
k=0

where p is order of approximation solution. In result,the exact so-
lution of problem is given by

u(z,t) = pll)rgoup(x,t).
Let us consider the error functional for p-order approximate solution
as the following

Error(z,t) = [Uiea(p) + 2Ua(p)Uaa(p) + Uip)Uaza(p) | (3.9)

4 Applications

In this section, we apply the recursive formula (3.8) with (3.7) for
the three cases of the conditions (3.2).

Case 1:
Consider the Hunter-Saxton equation (3.1) with the conditions

u(z,0) = 0.3z,
w(a,t) = —tet”, (4.1)
U (a, t) = te!”.
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We assume that a = —1 and by (3.4) have

G0) =0, G(1) = —1, G(2) =0, G(3) = —1, G(4) =0,

Therefore, by attention to the recursive formula (3.8) for p = 24,
the approximate solution and error functional have been shown in
figures (1) and (2), respectively.

Fig. 1. Plot of u(z,t) in the case 1. Fig. 2. Plot of Error(z,t) in the
case 1.

Case 2:
Consider the Hunter-Saxton equation (3.1) with the conditions

u(z,0) = 0.08sin z,
w(—m,t) =0, (4.2)

U (—7,t) = sint cost.
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By attention to (3.4), we have

In result, by the recursive formula (3.8) for p = 7, the approximate
solution and error functional have been shown in figures (3) and
(4), respectively.

Fig. 3. Plot of u(x,t) in the case 2. Fig. 4. Plot of Error(z,t) in the
case 2.

Case 3:
Consider the Hunter-Saxton equation (3.1) with the conditions

u(x,0) =0.1e™7,
w(,t) = 0.1e7?, (4.3)

Uy (1) = 0.1e77.
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By attention to (3.4), we have

G(0) = 0.1,G(1) = —0.1,G(2) = 0.05, G(3) = —0.0166667,
G(4) = 0.00416667, .. .,

Z(0)=0.1, Z(1) =0, Z(2) = —0.1, Z(3) =0, Z(4) = 0.05,

So, by the recursive formula (3.8) for p = 10, the approximate
solution and error functional have been shown in figures (5) and
(6), respectively.

Fig. 5. Plot of u(x,t) in the case 3. Fig. 6. Plot of Error(x,t) in the
case 3.

5 Conclusion

In this article, we applied the RDTM for solving the Hunter-Saxton
equation. The obtained results denoted that the proposed method
is applied for solving equation very easy and efficient.
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