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Abstract

In this paper, we study the re-entrant no-waitibibexflowshop scheduling problem with makespan
minimization objective and then consider two palalnachines for each stage. The main
characteristic of a re-entrant environment is #idéast one job is likely to visit certain stagesre
than once during the process. The no-wait propsescribes a situation in which every job has its
own processing sequence with the constraint thatvaiiing time is allowed among operations
within any jobs. This study develops a bottleneakddl heuristic (BBFFL) to solve a flexible
flowshop problem including a bottleneck stage. AB@enetic algorithm (GA) based on heuristics
for the problem is presented. First, the matherabtiwodel for the problem is proposed, and then
the suggested algorithms are explained. For smales the results of the BBFFL and GA are
compared to the results derived from the GAMS. IBoge-scale problems, the results of the GA
and BBFFL are compared with each other. For snrallesproblems, the algorithms have a close
performance but the BBFFL is likely to generate mbetter in finding solutions in large-scale
problems.

Keywords
Flexible Flowshop, No-wait, Re-entrant, BottleneGenetic Algorithm

1. Introduction
Flow shop scheduling problems have a very exterapmication in different industries and have
attracted many researchers towards themselvesflowahop scheduling problem, there is a set of
n jobs, tasks or parts which should be processea s#t of m machines or processors in a similar
order. Also in the classic flow shop, it is assurtteat there are infinite storages between steps and
hence the unfinished jobs can be stopped betweendighbor machines. In many sorts of flow
shops, jobs are processed without passing a stapvorking station more than once. However, in
some industries like semiconductors fabrication, gloduction design may be in a way that jobs in
workshop revolve again on the machines from thenbégg or pass some of the steps or working
stations more than once. Generally, this kind @ivfshop sorting is called the re-entrant flow shop
in which at least one job should meet one or séwees more than once. In manufacturing
industries, there are so many samples in re-eflamtshops. For instance, photolithography is one
of the most complex steps in the wafer fabricatimmcess of semiconductor production.
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Photolithography is an optical process used for pmagp multiple layers of circuit patterns on
silicon wafers and during this process; it cantuisis stage more than once. Other examples are
assembling and testing the electronic circuits Wiaie put on each other. When ever a new circuit
is added to the collection, it should pass agaiouh some machinery. Some other examples in
this regard can be printed circuit boards (PCB)aldmachine cyclical workshops, signals
processing and manufacturing scheduling for axtefaailities

In no-wait flow shop problems, performing stepsagbb on machines from the beginning to the
end are carried out uninterruptedly which meansmthe processing of a job on the first machine
begins, it should be moved on the machines contisiyaand uninterruptedly until its procedure is
completed on the last machine. Uninterrupted limtes naturally are created based on the
specifications of jobs or the processing environtn€he examples consist of the processes related
to extraction and melting metals in which the ihould be remained hot during the operations,
chemical processes with unsustainable intermedmt®luctions, the absence of a central
warehouse, computer systems, foodstuffs procespimgrmaceutical industry or semiconductors
test facilities. A perfect review of about modeliagd integration of planning, scheduling and
equipment configuration about semiconductors cafoibed in [1].

In the real world, the bottleneck phenomenon occepeatedly in the majority of manufacturing
systems. Goldratt and Cox stated that the bottlensources would evaluate the overall
performance. Bottleneck management is a criticak tan workshops and is very useful in
manufacturing scheduling. Scheduling approaches flow shop problems and workshop
manufacturing by considering bottleneck steps cbrdithree steps as follows:

1) Identifying the bottleneck step

2) Scheduling the bottleneck step

3) Scheduling the non-bottleneck step

Drum-Buffer-Rope scheduling method or DBR presettgdsoldratt and Fox has been concluded
from limitations theory. This method concentrates lomited resources scheduling (bottleneck
resources) and normally treats the other resoufes-bottleneck resources). However, Canoy
stated that usually, the exact scheduling of seamgnesources for temporal support assurance was
one of the most essential limited resources. Thesefseveral researchers considered all of the
resources and presented some methods for thetfasolThe bottleneck in a process occurs when
the input reaches faster than the completion ohthe step.

In this paper, no-wait re-entrant flow shop schaduproblem with considering back warding in
each sequence for jobs is investigated, and fosalstion, an algorithm based on bottleneck and
meta-heuristic genetic algorithm is applied. Ofbarts of the paper are organized as follows:

In the second section, a literature review aboaftiniestigated subject in this paper is preserited.
the third part of the article, the definition ofetiproblem and its modeling are investigated. The
fourth and fifth parts of this paper are relategstdving the proposed problem using the proposed
algorithms. The seventh part is related to theinbthresults produced by running the proposed
algorithms. Also, the seventh part examines thelilof the proposed algorithm in this paper and
finally in the eighth part, conclusion and suggasti for future studies are presented.
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2. Literature Review

Many papers in flow shop scheduling traits with sidering the re-entrant feature of the
environment by the no-wait system have been prisedar. However considering these two
features simultaneously according to the broadiegin which is used in robotic industries, is not
noticed by researchers. Robotic flow shops are wesddnsively in the steal and electronic
industries in which according to the features @& tachnology itself, after that the processing is
completed on a machine, it should be separated fremmachine immediately and transformed
uninterruptedly to the next machine in the proc€thkerwise, defective items may be produced.

In the re-entrant system trait, Choi and Kim inkdoto account the minimization problem of
maximum completion time of jobs and proposed sévieearistic efficient algorithms for the
problems [2]. Chen et al. also suggested a comlgeeétic algorithm for the same problem [3-4].
Investigated dual machine re-entrant flow shop dcleg problem with minimization of the
maximum completion time of jobs objectives and digped several heuristic methods for solving
the problem [5].Chu et al. in presented a hill climbing algorithm \&ell as an adapted
genetic algorithm for solving re-entrant flowshameduling problem with various resource
considering qualification matching [6}uthors in presented a heuristic algorithm for sajvthe
re-entrant flow shop problem using the k-inserttenhnique for minimization of total flow [7].
Choi and Kim used a branch and bound and also tleerstic methods for solving a problem with
the objective function of total delay [8]. Tasoljiassanpour et al. considered the production
environment of no-wait re-entrant flow shop witte thbjective of minimizing makespan of the jobs
and developed a mathematical model and solvedinmguthree algorithms including simulated
annealing, genetic algorithm and a bottleneck bdsadristic algorithms [9]. Adressi et al. in
studied a group scheduling problem in no-wait téxiflowshop considering two stages with group
sequence-dependent setup times and random breakdbwre machines [10]. Minimizing the
makespan for a re-entrant hybrid flow shop schedutiroblem with time window constraints was
the focus of using a genetic algorithm hybridizatd@lony optimization [11].

Regarding the no-wait trait, studied the group dalieg problem of jobs in a single stage no-wait
flow shop environment in which setup times are sege dependent using both genetic and
simulated annealing algorithms [12]. Many piecesesfearch have been done on solving the no-
wait flow shop scheduling problem, considering eliéint criteria like maximum completion time of
jobs and the time performed in the total flow whishled to present many heuristic and meta-
heuristic algorithms. There are many investigatiasisch were carried out in no-wait flow shop
scheduling problem and continued until today suech tlae research of which studied the
minimization of makespan in a two-machine no-wikawfshop problem with separable setup times
and single server-side constraints [13]. A matherabtormulation presented for the problem and a
hybrid algorithm are developed by using the vagaieighborhood search and Tabu search. Could
be pointed out as one of the recent jobs in thganek [14]. He studied dual machine no-wait flow
shop scheduling problem, considering group settinge. Maya et al. studied the problem of
minimizing the makespan of jobs in a no-wait floephenvironment, considering two batch
processing machines. In this research, jobs witkrént sizes have been batched together, without
surpassing the capacity of manufacturing machiAasther assumption of this research is that the

start of a batch processing is subject to the abiily of all the jobs existing in the batch. They
67



Solving Re-entrant No-wait Flexible Flowshop ScHaduProblem; Using the Bottleneck-based Heuristipp. 65-77

developed a greedy randomized adaptive search quoeg GRASP) algorithm to tackle the
problem [15].

According to the performed research, the importasfceesearch in no-wait re-entrant flow shop
scheduling trait is observed. As one of the moséme works in no-wait scope, addressed the no-
wait flow shop scheduling problem under makespah flowtime criteria utilizing a hybrid meta-
heuristic algorithm based on ant colony optimizatmd simulated annealing algorithm [16].

3. Definition of the Investigated Problem

In the flow shop scheduling problem (FSS), it istased that there is a set of jobs J={1,....,n} that
should be processed on a set of machines M={1,....Im¢his problem, there are m machines in
series that each of the tasks is to be processélddeomachines. All jobs have the same processing
route, meaning that each job is processed firshachine 1, then on machine 2 and so on until the
last machine finishes its work on the job. Anothesumption considered for this problem is the
limitation of the waiting time that this assumptioan occur in multi machines environments like
flowshop and jobshop. This assumption causes psowesf jobs on the machines to be performed
uninterruptedly and without any delays between nmash In addition to the above assumptions,
there is an other assumption in which jobs can gokward several steps and perform their
processing job. The problem considering these gssons is called integrated re-entrant flow shop
scheduling and no-wait time problem which is a kofdHybrid Flow Shop Scheduling problem
(HFSS).

This problem based on notation is showtl &S S|pmu, rcrc, no — wait|Cpq, [17]. The objective
function considered in the investigated problenthes minimization of the maximum completion
time of jobs on the machines.

In addition to the previous assumptions, the foll@yvassumptions are also considered for the
problem:

Two operations of a job are not performable sinmdtausly. There is no interruption, which means
a job remains on its related machine until comptgits process. During the performance of jobs,
there is no pre-emption, which means if the openatif a job is processed; the next operations of
the job should also be processed. The processimg @i each job is independent of the order of
performing jobs. The preparing time is independehtthe order of performing jobs and is
considered in the jobs processing time. The tramapon time between machines is negligible.
Breakdown, maintenance time and costs are notaeres in the model. Machines may be inactive
for some time. Each device does not process maa tine job simultaneously. Technical
limitations are known and invariable. There is mandom mode, which means processing times,
setup times, entry parts times and the number e Jtas definite values. Machines are available
continuously during the planning horizon.

4. Problem Modeling

The symbols used for modeling of the problem an@duced as follows:
Indexes:

[ job index (=1,...n)

J operation index =2}
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k machine indexk=1,...m)
I machine index in job stations- {1,2, ..., 1}
h order of jobs on each machime= (1,2, ..., h;}

Parameters:

P; processing time gf" operation of the job

a;, 1 if thej™ operation of a job is performed on machin@ otherwise

Re, 1 if an operation includes re-entrant conditioreafhej™ operation0 otherwise

SRe, if an operation includes re-entrant condition aff8roperation that equals the
machine index, 0 otherwise

M a very big number which can be considered as adymocessing times of all the
operations

Variables:

C.o Maximum completion time of jobs

s, starting time of th¢" operation of ai” job

pb,,, processing time of the job positioned intdhorder of &" machine

Sbin starting time for processing the job positionedhieh™ order of thek” machine in
an|™ station
h 1 if thej™ operation of thé™ job which needs to be operated & avorkstation is

i positioned in thé™ order of arl™ machine, 0 otherwise

minimize C_,, (1)
2. =B 2
ZZrij':sJ; Ok ,h,I (3)
Izn'gj_lk_lzlzrﬂr;[ﬂ j >k >h Re- 31 (4)
2§ aa=20 0 K >N R~ & RIK (5)
SQJ,h-ﬁ;lZ; R, * Iy ssb, Oi j>1 (6)
§,4% 220"l =9, 0L (7)
s, <@-g)*M+sh,; 04, j,k,1,h (8)
Sy <@- K )*M+5: 00 j.k,1Lh (9)
Cruzs *EET R (500 10)
=035 208,20 200 j Kk (11)
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Objective function consists of minimizing the maxim completion time of the jobs. Equation (2)
denotes that when the operation of one job is aedigo any particular machine, this operation can
be positioned in any order of the machine. Consisa{4) and (5) are added to the problem to
comply with the assumption of the permutation flelwop problem. Constraint set (6) is attached to
the model to set the starting time of jobs on eaclghine in stations. This constraint states that as
long as the process of the previous job is not detag, the current work process cannot be started.
Constraint set (7) adjusts the starting time ofrafyens which are positioned in the processing
route, in other words, it makes sure that successperations of any machine are performed after
the preceding ones. Constraints (8) and (9) haea bdded to the model to adjust the starting time
of any operations of each job and starting tim@gbs on machines. Constraint (10) calculates the
maximum completion time of the jobs. Finally, trenstraint set (11) determines the nature of the
model variables.

5. Solving No-wait Re-entrant Flow Shop Scheduling Problem

Authors in [3] showed that the re-entrant flow shegheduling is even for problems with two
machines; Np-hard problem if minimization objectfuaction of the maximum time of completing
jobs is considered. It can be shown that the adddeproblem in this paper is also Np-hard. Thus,
for solving the problem, in addition to the exaotusion for small-scale problems, the heuristic
algorithm based on bottleneck and the meta-hetirggnetic algorithm is proposed for solving the
small-scale problems and large-scale problems ds we

5.1 The Proposed Bottle Neck-based Algorithm

The Bottleneck-Based Flexible Flow Line? (BBFFLuhstic method is proposed for solving the
problem in this paper. The proposed heuristic nethelongs to the category of heuristic methods
for producing a solution.

The main idea is in such a way that jobs schedutirfgpttleneck step can have some effects on the
performance of the heuristic method for schedutihgbs in all the steps hence BBFFL produces
the scheduling schedule based on the produceddatgg@rograms in the bottleneck station.

The heuristic method consists of three steps:

1) Identifying the bottleneck workstation: In tlsiep first, the workload in each workstation is
defined as the total average of processing timedl of the processed activities in that workstatio
which is divided to the number of machines in stap. For example, the workload in the
workstation J is calculated by the following redati

The workstation that has a bigggriRdefined as the bottleneck station.

2) Generating an initial sequence of the jobs blgo#tleneck-based initial sequence generator

(BBISG)

In this step, the working stations are divided itiicee subsystems:
Up-stream sub-system is consists of the previatgss of the bottle neck station and the bottle
neck sub-system which includes the bottle neckiostadind down-stream sub-system which
comprises the working stations after the bottlekregation. BBISG produces a sequence of jobs
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based on total processing times in up-stream ssit@syand down-stream sub-system of jobs.
The steps of the algorithm are as follows:

» Step 1: SeQ) to.

» Step 2: Divide the system into three up-stream, rdetkeam, and bottleneck system. Compute
the total minimum processing time values for thestrpam sub-systenf™™) and the down-
stream sub-systenip(™™).

« Step 3: Iffp™i® < 1p™in allocate jobs to U, otherwise allocate them to L.

- Step 4: If U9, go to step 5. Select job with a minimum value figf'® for i [ U. If there is
more than one job for the minimum value fpf*'®, select the job with maximum processing
average time in the bottleneck step. If more thae @b has this characteristic again, select
randomly. Add the selected job@set and omit from U. Do step 4 again.

« Step 5: If L=, go to step 6. Select job with a maximum valudpdt™for i (] L. If there is more
than one job for the maximum valuelpf®®, select the job with maximum average processing
time in the bottleneck step. If more than one jals this characteristic again, select randomly.
Add the selected job 1@ set and omit it from L set. Do step 5 again.

» Step 6: Obtain an initial sequence of jobSin

» Step 7: Stop.

In this algorithm, the parameters are defined Hevis:

fp™™: Total minimum processing time required for jdiefore the bottleneck stage b

Ip™™: Total minimum processing time required for jodfter the bottleneck stage

1) Applying a bottleneck-based multiple insertiomgedure (BBMIP) to the initial sequence to

generate the final schedule. This step of the @lgarincludes the following steps:

. Step 1: Select the first job in the initial sequemgenerated by BBISG and let it be the
current partial sequence.

. Step 2: Select the next job in the initial sequesmo@ insert the job into the positions before,
between, and after every two consecutive jobs@tthrent partial sequence.

. Step 3: Calculate makespan for each partial segupraduced in Step 2 while adjusting
jobs' entering sequence at the bottleneck stalje tbe same as the one at the first stage.

. Step 4: Select the partial sequence with minimurkesan and let the partial sequence be
the current partial sequence.

. Step 5: If the current partial schedule includdstta n jobs, then stop; otherwise go to
Step2.

5.2 The Proposed GA Approach

The first step in this algorithm is linking the maproblem with the genetic algorithm (GA)
structure. Chromosome in this problem has two parte first part indicates the priority of
processing of jobs on workstations and the secamtdguggests that jobs in each workstation are
processed on the available machines in the stdtidhe following, each section will be explained.

. Part 1: For the investigated problem in this stuahgording to the mapping feature which
exists for the problem, the chromosome which igldee showing the solution of the problem has a
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length equal to the number of jobs of the problemh ia independent of the number of workstations.
In other words, the chromosome is shown by a semueaf jobs number aso =
([1],[2], ..., [nD)where the number of each job is repeated only amoesach chromosome. The
priority of processing of each job on the statiossin the order of their appearance on the
chromosome from left to right or in another wottk priority of jobs operation processing on each
machine is based on their earliest occurrence ensetquence vectar. A chromosome for a
problem with six jobs is shown in Figure 1. In tlisromosome, the order of jobs processing on
workstations is in a way that at first, job 1 i®@essed on all of the working stations and thergjob
is processed according to the completion processing of job 1 on each workstation and this
characteristic that job has no waiting time betweach workstation, is processed on all of the
workstations. This approach is continued until @lithe jobs are processed and completed on
stations.

(1]6] 4] 5] 2] 3]

Figurel. Representation of chromosome

. Part 2:

This part of chromosome helps to show that evebyijoeach workstation is processed on which
machines.

For this part of the chromosome, a length equatht total number of operations of jobs is
considered. That means if it is assumed that thexeN jobs and the number of operations of each
job is equal to O, the length of this chromosom#b ke equal to N*O. The first O genes of this
chromosome indicate the number of machines whi&h jthb with a priority of 1 should be
processed on them.

This way of coding causes each mapping of chromesogenes to is converted into feasible
scheduling for the problem on each machine.

The role of a fitness function is to show the f#seof each chromosome. The fitness function
constitutes the foundation of the selected phasetHe investigated problem in this paper, sinee th
objective function is the minimization problem, thitness value of each chromosome in each
generation is considered equal to the deviatiorthef objective function corresponding to the
chromosome, with the worst objective function iattgeneration plus 1.

FF; = OF, — OF; +1 (13)
Amongst the most common performed methods, thepwvot intersection can be pointed out
which is used in this paper.

In the proposed problem, for implementation of rtiataoperator, two genes of a chromosome

which have different values are selected randoaniyg, their values are displaced.

In this paper for selecting the survivals, thre@rapches are implemented: crossover operator,

mutation operator and elites (chromosomes traresfew the next generation without any change).

In order to generate better solutions, a localcteapproach is performed on 50 percent of the new

generation.

Preparation of the algorithm means identifying timitial population number, intersection

percentage, mutation and reproduction (elite pe¢ycamd these values are different for problems

having different objectives. These preparations valperformed for the algorithm in the parameter
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setting for the investigated problem. Reachingréage number of generations is considered as the
final conditions for the algorithm.

Different termination conditions can be applied tte GA algorithm. For the proposed GA
algorithm, one of the following conditions causles algorithm to reach its end

1. Generating a specified number of generations

2. No improvement is observed during a specifiatbpeof generations.

5.3 Setting the Genetic Algorithm Parameter
In this paper, the sample problems are divided tasted into two categories of small and large
scales as shown in Table 1. For setting the pammetlated to the genetic algorithm used in this
paper, the Taguchi method has been used in whloplimum parameters for small and large-
scale problems are shown in Table 2 and 3:

Tablel. Small and large-scale problems
Small-scale Large-scale

mxn mxn
3x4 10x20
5x4 15x20
7x4 20x20
3%x6 10x30
5x6 15%30
7%6 20x30
3x8 10x40
5x8 15x40
7x8 20x40

Table2. Parameter tuning for small-scale problems

Initial Number of Crossover Mutation . Number of
opulation eneration ercentage ercentage Elite percentage local
Pop 9 P 9 P 9 searches
100 50 0.8 0.13 0.07 5
Table3. Parameter tuning for large-scale problems

Initial Number of Crossover Mutation . Number of
opulation eneration ercentage ercentage Elite percentage local
Pop 9 P 9 P 9 searches
150 100 0.7 0.15 0.15 10

6. Computational Results

The mathematical model developed for the probleminsulated by the GAMS software and is
solved by CPLEX solver. Also for coding, the presensolving methods by the"Cprogramming
language are used. All the computations are peddrron the computer with 4GBRAM,
IntelCore2DuoP7550CPU, 2.26 GHz.

The processing times of jobs follow a uniform disition between 1 and 100. The genetic
algorithm is run four times for the proposed praide and the average of solutions and the best
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solution are produced by four times running. Therage running times for problems are shown in
columns of the computational results table. Forlwatang the performance of the presented
methods in the small-scales, the obtained resylthd GAMS, bottleneck heuristic algorithm and
genetic algorithm are compared with each otheruwesnsarized in Table 4. For the large-scale
problems, since the solution of the problem isalmained by a mathematical model in a reasonable
time, the proposed solving methods are evaluated.

Table 4 shows the computational results relateshtall-scale problems, in accordance with Table
1. Ascan be concluded from the table, the gendforighm and bottleneck algorithm are
respectively capable of finding 6 and four optirealutions. There are four problems in which the
solutions based on the bottleneck algorithm areeb#tan or equal to the solutions produced by the
GA. Times related to every two algorithms are rgagle but the overlay of the times of the
proposed algorithm is better than the GA. Regardh® objective function, both values have a
negligible difference with solutions of the GAM3ytlthe GA algorithm produced better solutions
for small-scale problems overall. The summary efdbtained results for the small-scale problems
is reported in Table 5. The average error percentdgeach solution method concerning obtained
solutions of the GAMS, number of obtained optimunstusons from each algorithm and average
times of solution methods and the GAMS in seconds raported in columns of this table
respectively.

Tables 6 and 7 respectively indicate computatioesdilts of the large-scale problems and summary
of results obtained from the large-scale problefsscan be seen from the table, in six problems,
the proposed algorithm outperforms the GA, andttit@l average of its solutions concerning the
mean average of the solutions of the GA is 2.7%heBriefly, the obtained solutions of bottleneck
algorithm in the large-scale problems have bettality, but regarding the computational time,
they need more time to find the solution. In totiatan be concluded that for small-scale and karge
scale problems, the genetic algorithm and the drwttk algorithm are more appropriate
respectively.

The nonparametric Kruskal-Wallis test is used falidation of the algorithm in this paper. Both
obtained results by the two algorithms were congpaaecording to the abnormalities of the
distribution in the confidence level of 95% usingiithb 16 software. As can be seen in Figure 2, it
can be concluded that equality of the values obthifrom the proposed algorithm cannot be
rejected at the 95% confidence level.
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Table4. Computational results for the small-scatédbfems for the GAMS, GA, and BB

GAMS GA BB
mn Solution Time Averqge Best Solution Time Solution Time
Solution

3x4 441 5.08 441 441 0.344 441 0.051
5x4 632 10.25 632 632 0.378 632 0.007
7x4 654 11.723 677.5 671 0.421 841 0.012
3x6 598 788.11 598 598 0.393 598 0.023
5x6 637 1440.24 678.25 637 0.416 690 0.037
7%6 818 2164.12 844 827 0.468 884 0.065
3x8 729 3606 749 755 0.467 729 0.067
5x8 884 3602 884 884 0.567 927 0.144
7%8 925 3603.45 941.5 925 0.663 1147 0.215

Table5. Computational results for the small-scatsbfems (1)

Percent of optimal

Average error of methods

Average computational time (seconds)

solutions compared to the GAMS
GA BB GA BB GA GAMS BB
66.67 44.44 0.019 0.082 0.457 1692.33 0.0.69

Table6. Computational results for the large-scatdiems for the GA and BB

GA BB
mn Avergge Bes.t Avgrage Solution Time
Solution  Solution Time

3x20 2573.75 2464 0.866 2482 8.498
5x20 3331 3265 1.136 3279 13.705
7x20 3593 3581 1.358 3545 20.935
3x30 4032 4479 2.265 4444 39.944
5x30 4629 4479 3.023 4676 91.199
7x30 5116.25 5038 3.686 4950 163.740
3x40 5075.25 4983 2.964 5054 186.040
5x40 5678.75 5489 3.370 5721 331.508
7x40 6465.75 6442 4.846 6330 555.884

Table7. Computational results for the large-scatdiems [1]

Average error of the
BB compared to the

GA

The BB average
computational time

(seconds)

The GA average computational time
(seconds)

-0.0279

156.829

2.612
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Kruskal-Wallis Test on Response

factor N Median Awve Rank zZ
1 18 1758 18.4 -0.06
2 18 1815 18.6 0.06
Overall 36 18.5

H 0.00 DF 1P 1]

H 0.00 DF .950 (adjusted for ties)

Figure2. Results for the Kruskal-Wallis test

7. Conclusion and Suggestion for the Next Studies

In this paper, the bottleneddased heuristic and m-heuristic genetic algorithms we¢ proposed
for solving the flexible flowshop problem with codering re-entrant and nevait specifications for
the manufacturing environment. The mathematical ehddveloped for the prlem was modeled
by the GAMS software and solved bthe CPLEX solver. For coding the presented solu
methods, the T programming language is used. Also, for comparirgttvo algorithms in terrr
of equality of the average of the obtained solgidrom each techniquethen on parametric
KruskalWallis was used. For the sir-scale problems, the results obtainecthe GAMS software
are compared with thebtained results bthe bottleneck and genetic algorithms. Likewise, fog
large-scale problems, theesults obtained bthe bottleneck and genetic algorithm are comp:
with each other. The computational results show tifka bottlenec-based algorithm shows bet
results for the largeeale problems and genetic algorithm for the s-scale problem

Solving the proposed problem using different r-heuristic algorithms and comparing the obtai
results in this paper and also improvement of thsted algorithm in this paper is suggested for
next studies. Also, considering case studies toenthe problem more applicable and setup til
for jobs and limitations of maintenance and repgif machinery can be some of the researc
routes. The duristic methods for obtainina lower limit or solution of the problem are al
proposed.
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