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1.  INTRODUCTION 

In general, remote sensing (RS) is the technology of collecting information and taking pictures from the surface of 

the earth using aviation equipment such as airplanes, balloons or space equipment such as satellites[1, 2]. In other 

words, remote sensing is the science and art of obtaining information about any subject under investigation by a tool 

that is not in physical contact with it. The superior advantage of satellite information over other information sources is 

their repeated coverage of certain areas with a certain time interval. In remote sensing, information transmission is 

done using electromagnetic radiation (EMR) [3]. The data obtained from hyper spectral images in RS systems have 

been available to researchers since the early 1980s, and their use indicates the maturity of the technology. For the first 

time, the Hyperion probe was used by NASA in November 2000 to test the capability of an airborne vehicle. Airborne 

and space borne hyper spectral sensors (HS) sensors have many applications as one of the powerful and advanced 

tools in geology, agriculture and geography studies [4-7]. The use of this technology also began in the mid-80s, and 

the current advantages of remote sensing data and geographic information led to the development of this technology 

[8]. The preparation of hyper spectral imaging (HSI) is naturally more difficult and expensive than multispectral 

imaging (MSI) and this is due to the current advantages of these data (its high signal-to-noise ratio indicates the 

spectrum High quality data, as well as its spectral coverage and large number of channels, cause a very high spectral 

separation power, these data are generally a combination of 100 to 200 spectral bands (channels) with a thin band 

width between 5-10 nm, in While the data obtained from MS sensors are in the receiver of 5 to 10 channels with a 

relatively wider bandwidth (between 70-400 nm)[9]. (This technology is almost new and is used by researchers and 

scientists for mineral identification. plants, vegetation and artificial materials are used[10]). Identifying and 

distinguishing the existing components and categorizing hyper spectral images in order to use these images optimally 
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and with higher efficiency is one of the important issues for the analysis and investigation of hyper spectral 

images[11]. Content analysis of satellite images is important in order to use these images in urban planning, 

agriculture, forestry, as well as management of underground resources and other applications[12].Using satellite 

images, there is a greater need for automatic identification of land cover types, including roads, rivers, forests, and 

other natural and non-natural effects. which is one of the common methods of using segmentation methods of these 

images [13]. Segmentation of satellite images is a hot and active topic of remote sensing due to the complexity of 

complications and the spatial and spectral heterogeneity of the urban and non-urban environment (man-made and 

natural), which has a large variety of artificial and natural surfaces[14-16]. Segmentation is widely used for mapping 

purposes. Accurate mapping of urban land use is used for various applications, including information on land use, 

urban management, change detection, urban planning and design, and environmental monitoring. For this reason, it is 

very important to have accurate and timely information about the status and changes in urban areas [17]. Various 

segmentation techniques have been presented for satellite images [18].In the method presented in  [19], the 

classification of hyper spectral images was done using the reduction of spatial spectral dimensions. This method is 

presented to overcome the challenges of a large number of spectral bands and data heterogeneity to improve 

classification. Classification of hyper spectral images was done with SVM and guided filter. In the method [20], 

considering that the combination of spatial features has been widely used, this method was used to extract spatial 

features in spectral-spatial using directed filter to classify hyper spectral images. has been A method for classifying 

hyper spectral images is presented in [21]. Researchers, in this research, presented a new spectral, spatial classification 

approach based on texture pattern separation for hyper spectral image classification. In [22], a method based on super 

pixels based on KNN nearest neighbor classifier is presented. In [23], a new method of local binary pattern (LBP) 

based on super pixel decision-making is proposed for the classification of hyper spectral images. In this method  [24], 

open morphological transformations are used to separate bright (open) structures in the images, where bright means 

brighter than the surrounding features in the images. In [25], morphological summaries with subjective retrieval and 

guided MPs are first investigated for over-decision hyper spectral snapshot classification of city areas. Second, a 

supervised face extraction is developed to reduce the dimensionality of the morphological profiles created for 

prediction. In [26]proposed a joint hyper spectral and infrared image classification framework based on threshold-

based local contain profile, where TLCP is a new design to suppress interference in spatial extractions. In [27], he 

used deep learning to quickly identify fires and predict possible spread for effective response in suppression. In [28], 

the most challenging problem of land use extraction in images with medium spatial resolution has been used using 

deep learning semantic segmentation. The random position, the completely random form of natural and human-made 

effects in satellite images has caused that the presented solutions cannot be effective in all applications. On the other 

hand, the existence of noise in these images is inevitable. In the existing methods for the analysis of hyper spectral 

images, uncertainty management has not been done properly. Uncertainty caused by noise, measurement error, and 

inaccurate content of images has a great impact on reducing the accuracy of identification and classification results of 

hyper spectral images [29]. It seems that it is necessary to provide useful, efficient and new methods in this field. 

Various methods have been proposed for image segmentation, which are mainly divided into five categories: 

thresholding, clustering, edge detection, region extraction, and feature extraction [30]. Since the existence of imprecise 

content in the images collected by remote sensing is unavoidable, it seems that the use of deep learning will be very 

efficient to remove the uncertainty and analyze the images [31]. Through the studies, it was found that although many 

studies and researches have been presented for the segmentation of satellite images, there is still a long way to go 

before reaching a favorable answer in segmentation with high accuracy. According to the studies conducted in the 

review of the research literature and the background of the research, it is clear that one of the most important 

challenges of this research is the similarity of the textures on the ground, the randomness of the position and shape of 

the textures and complications on the ground. The capabilities of fuzzy methods can be a way to overcome these 

challenges. Therefore, in this research, we have used a deep learning based method along with morphological 

operators to segment hyper spectral images. Deep learning can segment images with an acceptable accuracy by 

overcoming the limitations of uncertainty. In the following, this article is divided as follows. In the second part, deep 

learning is introduced. In the third part, the proposed method is presented with a block diagram. In the fourth part, the 

proposed method is evaluated. Finally, the conclusion of the article is presented in the fifth section. 

 

2.  DEEP NEURAL NETWORKS 

Deep neural networks are multi-layered structures. These networks are designed to strengthen and remove the 

limitations of the two-layer neural network. They have two or more layered structures, which are called intermediate 

layers of the hidden layer. The change in the number of neurons in each layer and the number of hidden layers causes 

a change in the performance of the neural network. Next, a structure of a neural network is shown in figure (1).  
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Fig. 1.Structure of a perceptron multi-layer neural network. 

 

      Since the output of each neuron is used as the input of the next neuron, the components of the neuron labeled j 

with the input of pj(t) from the previous neurons include the following: 

 The activation of the neuron state (aj(t)) depends on a selected location. 

 If a function is constant, then a threshold is constant. 

 The activation function whose goal is to activate a new one at a certain time ((t+1) of θj) with a net input pj(t). 

 The activation function whose goal is to activate a new one at a certain time ((t+1) of θj) with a net input 

pj(t)oj(t+1)=fout(aj(t). 

     It uses local for effective extraction of spatial information and joint weights to significantly reduce the number of 

parameters. Nowadays, in order to remote sensing image analysis, an unsupervised motion network has been 

suggested. To formulate a deep CNN model, unsupervised layer pre-training is used in this method. In compared to 

the unsupervised method, the supervised CNN may extract more effective features by using of class-specific 

information, which can be provided by the training examples [32]. 

 

2.1.  Deep convolution neural network 
     One of the most popular deep learning models that specialize in spatial information discovery are Convolution 

neural networks. In this section, the working mechanism of CNN is briefly introduced. CNNs are widely used to 

discover latent spatial information in applications such as image recognition, ubiquity, and object search due to their 

salient features such as regular structure, good localization, and translation invariance. In BCI, in particular, CNN is 

supposed to capture distinct dependencies among patterns associated with different brain signals. A standard CNN 

architecture is shown in Figure 2. CNN consists of an input layer, two convolution layers with each integration layer, a 

fully connected layer and an output layer. A square patch in each layer shows the processing progress of a particular 

set of input values. The key to CNN is to reduce the input data in a way that is easier to recognize and with as little 

loss of information as possible. 

 

 
Fig. 2. convolution neural network. 

 

CNN has three dense layers: convolution layer, pooled layer and fully connected layer. The convolution  layer is the 

main block of CNN, which consists of a series of filters for de convolution of the input data, followed by a non-linear 

transformation to extract geographic features. In implementing deep learning, there are several key parameters that 

need to be set in the convolution layer, such as the number of l, the size of each l, etc. The pooling layer generally 

follows the convolution layer. The purpose of the fusion layer is to gradually reduce the spatial size of the features. In 

this way, it can help reduce the number of parameters (eg, weight and basis) and computational burden. There are 

three types of integration operations: maximum, minimum, average. Take max integration as an example. The merge 

operation outputs the maximum value of the merge region in the result. Hyper parameters in the integration layer 

include integration operations, integration region size, steps, etc. In a fully connected layer, such as a basic neural 

network, nodes are fully connected to all previous activations. To extract spectral and spatial information of hyper 

spectral data simultaneously, it is reasonable to formulate 3D CNN. Furthermore, to solve the problem of over fitting 

caused by limited training samples of hyper spectral data, we design a regularization strategy, including modified 

linear unit (ReLU) and dropout to achieve better generalization of the model. A complete CNN stage consists of a 



Majlesi Journal of Telecommunication Devices                     Vol. 13, No. 4, December 2024 
 

222 

 

convolution layer and an aggregation layer. A deep CNN is built by stacking multiple convolution  layers and 

combining the layers to create a deep architecture. First, the convolution layer is introduced. The value of neuron vxij 

at position x of the jth feature map in the ith layer is shown below. 

 

(1) 𝑣𝑖𝑗
𝑥

= 𝑔(𝑏𝑖𝑔) +∑∑ 𝑤𝑖𝑗𝑚
𝑝 𝑣(𝑖−1)𝑚

𝑥+𝑝

𝑝𝑖−1

𝑝=0𝑚

 

First, the convolution layer is introduced. The value of neuron vxij at position x of the jth feature map in the ith 

layer is shown below. 

 m lists the feature map in the previous layer (the (i -1)th layer) connected to the current feature map. 

 𝑤𝑖𝑗𝑚
𝑝

weight of position p connected to ma feature map 

 Pi is the width of the kernel towards the spectral dimensions and the bias selection of the jth feature map in the 

ith layer. 

 

3.  PROPOSED METHOD 

The main goal of this research is segmentation of hyper spectral images using deep learning method. In this regard, 

the quality of the image should be improved with the help of pre-processing methods. Then, for classification, 

segmentation should be done with the help of the proposed neural network based on convolution neural network. 

Figure 3 shows the block diagram of the suggested method. In the following, the suggested approach will be 

presented. 

 

70 % DATA

30% DATA

A two-part decomposition 
of deep learning

Low pass filter

 
Fig. 3. Block diagram of the proposed method. 

 

       Deep neural networks have been widely used in the analysis of satellite images. Convolution neural networks are 

a type of deep neural networks that have shown their superiority in the segmentation of satellite images. CNN has 

been successfully used to segment these images. Although CNNs have shown their superiority, one of the major 

weaknesses of these methods is the need for a large historical database for training. Another is a weak generalization. 

SegNet is a type of CNN specially structured for semantic segmentation of images. But the commonly designed 

SegNet has only one mode for image segmentation, it can reduce the segmentation accuracy especially in small areas. 

In this paper, two-stage SegNet is proposed for HR remote sensing image segmentation. SegNet and SegNet-Basic as 

a type of CNN are shown schematically in Figure (4). SegNet is proposed to further address the issue of incomplete 

boundary delineation observed in other FCNNs. Perhaps the most important highlight of SegNet is that it requires 
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significantly less memory than others. So when large-scale processing is needed, a larger area can be processed faster. 

In addition, the encryption part of SegNet is identical to that of popular classification networks such as VGG Net. 

Therefore, the benefits of pre-training can be achieved by initialization. SegNet has an encoder-decoder convolution 

architecture. Each encoder consists of one or more convolution layers with batch normalization and nonlinear ReLU. 

Sampling in the decoder is done using max-pooling indices in the encoding sequence. The encoder is based on 13 

convolution layers of the VGG-16 network followed by 13 corresponding decoders. SegNet-Basic is a smaller 

counterpart of SegNet, with only four layers each for encoder and decoder with a fixed feature size of 64. This model 

is trained using stochastic descent. The SegNet-Basic architecture is shown schematically in Figure 4, where the blue 

layers represent the convolution layers, including the ReLU and batch-normalization layers. Red layers indicate 

maximum accumulation. The green layer represents the pitch fractional tensional layer and the yellow layer is the Soft 

Max layer. 

 

 
(a) 

 
(b) 

Fig. 4. Schematic of (a) SegNet, (b) SegNet-Basic architectures. 

 

      The steps of the proposed method are explained in the following steps: 

i.In the first step, the original image is applied to the grid to divide it into two classes. In the convolution neural network 

section, six convolution stages and ReLu activation function, six integration stages and three sampling stages are used. 

In this part, the image enters the convolution neural network and the output of the specified area is black and white 

binary images, in other words, the output of this network is shown in number 6. Black pixels in number 7 correspond 

to the first class, white pixels correspond to the second class. Dividing into two classes produces sharper edges 

compared to dividing into six classes at once. As explained, the selection of three subclasses of the first and second 

class is practically investigated. Based on extensive practical testing, building, tree and vegetation pixels are first class. 

And so, the road, the car, and the mess are left for second class. SegNet-Basic weights were used for more accurate 

segmentation in the next mode. 

ii. In the second step, the first class is divided into three subclasses by another network. In this step, 32 x 32 packets 

are sampled from the local neighborhood in the output database of satellite images in the previous step. The sample 

images are fed to SegNet-Basic, which has 3x3 filters and three dense layers with weights of 256, 128, and 2. There 

are also two Soft max because there is a fixed feature in the transfer in pool layers, which are also pool layers. used in 

this research. which has a batch size of 128 and cross entropy function. 1- The ReLu activity function is used to 

initialize the weights, which have a Gaussian distribution with zero mean. The training rate is also selected with an 

initial value of 0.0001. In order to avoid overtraining, this description has been increased to 0.3. The maximum 

number of courses is 1000. The rule with the least error is considered as the source model. This network will be 

trained with patch model. Also, for the final segmentation, the density layers are changed to their convolution 

equivalent and the loss function and regularization method are used to update the rules and weights. The output of this 

step, as shown in Figure 8, contains three tags: building, tree, low vegetation and some black pixels. Here, the black 

Convolution Layers    
Pooling Layer    

Fractional-Stride Convolution Layer    

Soft max Layer    
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pixels belong to the second class, and the network does not decide which subclasses they belong to, i.e., the unknown 

pixels are black. 

iii. The third step divides the pixels of the second class that are labeled into three subclasses. 

 

4.  EVALUATION 

 Segmentation and zoning of hyper spectral images in remote and satellite sensing has always faced many 

challenges. The random shape and position of land features, including man-made or natural features, the low contrast 

of these images has caused several methods to be presented to identify this important issue. In this research, an 

efficient and at the same time simple method based on two-stage SegNet deep learning is presented. In this article, the 

accuracy criterion is used to evaluate the proposed segmentation. Relationship 5-4 shows this important. 

 

(2) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑁𝑇𝑃 + 𝑁𝑇𝑁

𝑁𝑇𝑃 + 𝑁𝐹𝑃 + 𝑁𝑇𝑁 + 𝑁𝐹𝑁
 

In these equations, NTP is the number of positive correct nesses, NTN is the number of negative correct nesses, 

NFP is the number of positive errors and NFN is the number of negative errors in detecting the pixel type in the input 

samples. 

 

4.1. Database Used 
To analyze and check the designed algorithm and compare the results of the proposed method, a set of other 

standard images have been used for evaluation. The images used in this research belong to the Indian Pines Satellite 

database, which contains a large collection of cloud spectrum images from different locations, which are prepared with 

different sizes and qualities. Different phenomena and covers can be seen in the prepared images. Urban texture, green 

space, river, sea, forest, mountain, etc. are among the textures that can be recognized by the designed algorithm in 

these images. The Indian Pines database is one of the well-known standard image sets in the field of hyper spectral 

image processing. An example of the segmentation results obtained from the implementation of the proposed 

algorithm in this research on the Indian Pines database is shown in Figure 5. The images of this standard database are 

used for better recognition of extractable areas of different colors in this image. 

 

 
Fig. 5. Segmentation of a sample image from the Indain Pines database. 

 

As mentioned earlier, the region extraction algorithm does not work properly in some parts of the image and the 

detected regions for the pixels are not evaluated correctly. In this section, we have used the classification error matrix 

to analyze the segmentation error of image areas. The analysis results of the used database images will be shown in 

this section. Figure 6 shows the error matrix analysis on a sample image from the Indian Pines database. Figure (6a) 

shows the ground truth for the extracted regions. Figure (6b) shows the map of the separated areas. Figure (6c) in this 

image shows the wrong detection areas in color. Figure (6 d) in this image shows the reference data guide for each 

region. 
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Fig. 6. Analysis of a sample image from the Indian Pines database. A) Ground truth in extracted areas. b) Separated 

regions (c) Image of misdiagnosis regions. (d) Guide to reference data for each region. 

 

4.2.Compare With Other Articles 
The proposed method manages the uncertainty in identifying image regions by using the proposed two-stage 

SegNet structure. In fact, in the images prepared in different fields, the objects may not have clear boundaries, and 

according to the conditions of the image, they cannot be easily distinguished from each other. Two-stage segmentation 

in SegNet provides accurate distinction between objects and regions of the image, and as a result, accurate 

demarcation in region detection is achieved. To achieve an accurate and fair evaluation, the results of the proposed 

method in this research have been compared with the results reported in several articles and similar research works. In 

this evaluation, the criterion under consideration is accuracy. The values presented in the results obtained from CNN 

algorithms, valid patch, Watershed + SVM method, clustering method (SVM), deep automatic encoder method, region 

expansion method, DBN method, active learning method, recurrent neural network method and Also, the proposed 

method in this research is shown in Table 1. 

 

5.  CONCLUSION 

In this research, a new SegNet architecture for semantic segmentation of HSI remote sensing images is presented. 

The proposed method uses a two-stage hierarchical configuration of FCNNs, especially SegNet-type networks, to 

achieve superior segmentation accuracy. As the simulation results show, the overall accuracy and F1 score results of 

the proposed scheme are significantly higher than the original structure of FCNN and some other competitors in the 

category of deep networks. This advantage also includes the detection of small classes and all are obtained without any 

post-processing. Also, the ROC evaluation shows that the results of the proposed method are statistically reliable. 

 

Table 1. Comparing the accuracy of the results obtained from the proposed method with several other algorithms for 

the classification of the University of Pavia database. 

Accuracy obtained 

(average of cases) 

Method Reference 

83.10 Watershed + SVM 

method 

[33] 

62.08 Validated segmentation 

method 

[34] 

73.20 Clustering method (SVM) [35] 

97.98 Deep Auto encoder 

method 

[36] 

91.50 Region expansion method [37] 

88.00 DBN method [38] 

73.22 Active Learning method [39] 

86.33 Recurrent Neural 

Networks method 

[40] 

92.44 The proposed method in 

this research 

-- 
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As can be seen in Table 1, the suggested approach does not show the best output compared to other existing methods. 

But the accuracy obtained shows that this method is widely accepted and has a performance close to strong methods 

such as deep networks and recurrent networks. 
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