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ABSTRACT: 

The main problem related to heart disease is the lack of timely diagnosis or the general weakness in the diagnosis of this 

disease, which is also due to the lack of selection of the appropriate model by the doctor or the lack of proper use of 

standard models. One of the essential applications of data mining techniques is related to medicine and disease diagnosis. 

One of the data mining techniques is information clustering. This paper will try to provide a model for the diagnosis of 

heart disease and its improvement in terms of accuracy on the standard UCI heart database. In this research, with a 

comprehensive and complete review of the C-Meaning fuzzy clustering method and neural networks in the field of heart 

disease prediction, an attempt is made to improve these solutions and provide new solutions in this field. The main goal 

is to combine these two data mining algorithms, both of which alone showed the highest accuracy and the fastest speed 

in past research. The current authors are trying to find a model that has higher accuracy and speed than the previous 

methods and makes fewer mistakes and has significantly higher efficiency than other models. The numerical tests 

implemented on the proposed model show the superiority of the new model compared to the conventional methods in 

the literature. 

 

KEYWORDS: Data Analysis, Cardiac Patients, Hybrid System, High Accuracy, C-Means Fuzzy Clustering, Neural 
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1.  INTRODUCTION 

The learning problem is to find a general rule to 

describe the data using a limited number of collected 

samples. Nowadays, learning methods 

are used in many fields such as data mining (DM), 

computer science, statistics, etc., and many researches 

are being conducted on them. The new knowledge of 

DM is one of the developing knowledge that has 

established its position in all fields in recent years, so 

that its growth is increasing compared to other superior 

knowledge. 

Health and treatment is one of the areas that has been 

the focus of DM experts in recent years. One of the most 

important challenges of medical organizations is to 

determine the quality of their services in front of 

affordable cost for the users of these services. The 

quality of service depends on the correct diagnosis and 

prescription of correct behavior, and poor clinical 

decisions can lead to adverse outcomes that are 

unpredictable. The quality of services includes the 

correct identification of diseases and their effective 

treatment. Poor clinical decisions can lead to dire 

consequences that are unacceptable. Also, hospitals 

should minimize the cost of clinical tests. This can be 

achieved by using computer-based information and 

decision-making systems. Today, many hospitals use 

some types of Hospital Information System to manage 

patient data or healthcare [1]. 

These systems generate a large amount of data 

including numbers, texts, diagrams, photos. 

Unfortunately, these data are rarely used in clinical 

decision-making. There is a valuable capital of hidden 

information in this data. The question that has occupied 

the minds of most decision makers in this field is how 

we can turn data into useful information that enables the 

medical staff to make intelligent clinical decisions. 

An important group of problems in medicine is 

related to the diagnosis of diseases, which is performed 
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on the basis of various tests on the patient. When the 

number of parameters in disease diagnosis increases, it 

may be difficult to diagnose the disease even for an 

expert medical expert, which is the reason why computer 

diagnostic tools have been used for the purpose of 

helping medicine in the last few decades. By discovering 

hidden patterns among this information, the decision-

making process can be improved. The knowledge 

extracted from these data can be provided to doctors as 

a decision support system (DSS). 

Medical data is very diverse and extensive, including 

patient data, resource management data, costs, etc. In 

order to achieve success, medical organizations must 

have the ability to analyze data properly. On the other 

hand, medical environments are basically rich 

environments in terms of information. In the meantime, 

the field of heart diseases is of double importance due to 

the sensitivity of heart health in the continuation of 

human life, and improving diagnoses and treatments in 

this field can save many lives. In this study, the DSS in 

the field of heart disease diagnosis and the suggestion of 

treatment methods for patients is designed based on data 

mining.  

A heart attack (in the medical term MI) or 

Myocardial infarction or heart attack is permanent and 

irreversible destruction and cell death in a part of the 

heart muscle (myocardium) due to the loss of blood flow 

and the occurrence of a severe ischemia in that part of 

the heart. This stoppage of blood circulation may appear 

suddenly without any previous symptoms or appear after 

several angina attacks (chest pain). The main cause of 

stroke is the closing of the blood vessels feeding the 

heart. Balloons and open heart surgery (blocked vessel 

replacement) are used to remove blockages other than 

drugs. Heart attack is a widespread complication that 

causes thousands of deaths every year [2]. 

The main DM techniques are divided into descriptive 

and predictive categories. In the case of heart disease 

diagnosis, DM techniques with the purpose of prediction 

are discussed. Therefore, data analysis methods have 

become a useful assistant for doctors to make heart 

disease diagnosis decisions. Research results show that 

DM technology has been successfully implemented in 

the prediction of heart disease. Various techniques have 

been proposed to predict heart disease. The number of 

features increases the computational time and decreases 

the accuracy. Therefore, a set of optimal features should 

be obtained. Due to the computing time, feature filtering 

and classification with high accuracy has become one of 

the new topics. Various methods have been used for 

classification such as decision trees, multiple linear 

regression, logistic regression, audit analysis, simple 

neural networks (NN), support vector machine (SVM), 

k-nearest neighbor (KNN), etc. There are different 

classification methods and algorithms. These methods 

differ from each other in the architecture, learning 

algorithm, or the way of training and displaying features, 

although some classifiers perform better than others, but 

no classifier can always be superior to the other in any 

situation, or Classify the data without any errors. 

Various researches have been done using clustering 

algorithms. Algorithms such as K_Means (KM), C-

Means Fuzzy (CMF) and KM algorithm is a simple 

iterative method, and it is used for clustering a set of data 

in a specific number of clusters (K) that the user 

determines. KM algorithm has been expressed by many 

researchers in different ways. 

In addition to this, another method that has been used 

is the method of combining different DM techniques. 

For example, the combination of genetic algorithm and 

neural network. The results obtained from the research 

show that the accuracy and efficiency of the combined 

methods are far higher than the use of a single algorithm, 

therefore, in this research, by examining the various 

methods proposed in the field of data mining using 

neural networks based on clustering CMF has created a 

model based on a heart data set so that heart disease can 

be predicted with the help of this method. 

The main goal of this research is to focus on the 

algorithms and methods presented in data mining for 

early and accurate diagnosis of heart disease and to try 

to improve these methods. The main idea considered in 

this research is the integrated use of neural networks 

based on CMF clustering to improve performance, 

which will be evaluated by implementing and testing the 

performance of the proposed algorithm. 

The innovation of this research are of concern: 

• Conducting a comprehensive research in the 

field of activities for quick and accurate 

prediction of heart disease 

• Presenting a new solution based on the use of 

neural networks based on CMF clustering for 

quick and accurate prediction of heart disease. 

• Presenting a method for quick and accurate 

prediction of heart disease using neural 

networks based on CMF clustering. 

The rest of this article is of concern: A review of the 

use of DM in health and treatment has been done with 

focusing on the heart disease in Sect. 2. Then, topics 

related to DM used in this research, are presented in 

Sect. 3. After it, the research method will be explained 

in Sect. 4. DM analysis will be done using effective tools 

and models in Sect. 5. Finally, conclusions and future 

suggestions are presented in Sect. 6. 

 

2.  RELATED WORK 

Simple Bayes algorithm and KM algorithm is one of 

the best methods to diagnose heart disease. Various 

researches have been done in this field. In many 

researches, these algorithms have been used alone or 

compared with another algorithm. 

 In [3], the heart disease analysis system has been 
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investigated using DM techniques. In order to cluster the 

pre-processed data in the database, clustering algorithms 

such as K-means have been used. Also, the Mafia 

algorithm (MAFIA) has been used to explore the 

maximum repeating patterns in the heart disease 

database. The C4.5 algorithm has been used as a training 

algorithm using the concept of information entropy to 

classify repeating patterns. The database consists of 12 

characteristics such as age, gender, history of blood 

pressure, etc. The results showed that the designed 

prediction system has the ability to predict heart attack 

with high accuracy, but the high speed has been ignored 

in this research. 

 In [4], in order to improve the heart disease 

prediction system, cases based on measurements taken 

by echocardiography tests and knowledge discovery 

methodology were used in the database. He reviewed 

data from 7,008 patients between 2008 and 2010 for 20 

variables that were narrowed down to 15 by an expert. 

Then he investigated the available algorithms in DM 

using WEKA software and finally he chose decision tree 

algorithms, NN and Bayesian clustering algorithm. All 

tests were divided into two groups. The first group with 

15 features and the second group with 8 features. The 

obtained results show that despite the good performance 

of all models, the J48 algorithm implemented on 8 

features was more efficient with 95.56% accuracy, that 

this research only examined the accuracy of the 

algorithm and the speed of the algorithm was not 

considered important Also, each algorithm was 

evaluated alone, and the combined method could 

provide better results. 

 In [5], the researcher investigated and compared DM 

algorithms and by choosing disease diagnosis as the 

target variable and 7 predictor variables of different 

types of age, type of chest pain, resting blood pressure, 

blood sugar, and resting ECG, the maximum heart rate 

and angina pectoris caused by exercise were observed, 

and variables such as angina pectoris caused by exercise, 

ECG while resting, age, type of chest pain, blood 

pressure at rest, blood sugar are known as important 

variables that need attention. These factors will reduce 

this disease. The obtained results showed that decision 

tree and CHAID algorithm and simple Bayes network 

provided acceptable results with high accuracy. In this 

research, the focus was on finding the most important 

risk factors for heart disease and also on the accuracy of 

the algorithms, but the response speed of the algorithms 

has been ignored. 

In [6], only eleven characteristics of South African 

patients' dataset, such as age, sex, chest pain, etc., have 

been investigated. WEKA DM software has been used 

for its effectiveness in discovering, analyzing and 

predicting patterns. The researcher has used J48, Bayes 

Net (BN), NB, Simple Cart, REPTREE algorithms to 

classify and improve a model for heart attack diagnosis. 

The research results did not show a significant difference 

in the use of different algorithms. The prediction 

accuracy found in the J48, Simple Cart and REPTREE 

algorithms suggests that the parameters used to predict 

heart disease are reliable. The results obtained in this 

research did not advance the problem of predicting heart 

disease and were only a repetition of the results of past 

research. Also, more focus was on the parameters used 

in the prediction of heart disease. 

 In [7] researchers presented an effective association 

classification algorithm using a genetic approach. The 

main motivation of using genetic algorithm (GA ( in 

discovering high-level prediction rules is that the 

discovered rules are understandable and have high 

prediction accuracy. Six datasets from SGI database and 

2 datasets from UCI have been used for this research. At 

first, the Gini coefficient was obtained for different 

datasets and the features were selected based on this 

index. Then the accuracy was obtained using the 10-fold 

cross validation method. Then it was compared with 

Genetic Network Programming j48, Naive Bayes, 

Neural Network algorithms. The results show that most 

classification rules help in better prediction of heart 

disease. In this test, the proposed algorithm provided an 

average accuracy of 88.9. Since the compared 

algorithms often have relatively equal results with the 

presented method, it seems that the presented method 

does not have a significant advantage over the previous 

methods. 

In [8], the pre-processed data are clustered using a 

combination of two common KM and Particle Swarm 

Optimization (PSO) algorithms. Also, the MAFIA 

algorithm is used to explore the maximum repeating 

patterns. Repeated patterns can be classified using C4.5 

algorithm as a training algorithm. Although the PSO 

algorithm is a good algorithm, it is not suitable for large 

and complex datasets. In the initial stage, the PSO 

clustering algorithm is executed to find the location of 

the cluster center. After 10 runs, these locations have 

been used as the initial center of the K-means algorithm 

in order to refine and produce the best clustering 

solution. MAFIA algorithm is then used to integrate a 

depth traversal (DFT) with effective pruning 

mechanism. In order to create classification rules, the 

decision tree and C4.5 algorithm have been used. By 

combining these two algorithms, the accuracy of the K 

average algorithm has improved and this combination 

has provided an acceptable accuracy. 

In [9], a classifier method for heart disease diagnosis 

using NB algorithm is presented. Medical data are 

divided into 5 categories named (negative, mild, 

average, high, very high). Also, if an unknown sample is 

entered, the system predicts the label of the sample 

category. Therefore, two main functions called 

classification (training) and prediction (testing) are 

implemented. 14 parameters such as age, gender, 



Majlesi Journal of Telecommunication Devices                                           Vol. 12, No. 2, June 2023 

 

56 

 

cholesterol, chest pain, etc. are checked. The 303 records 

were evaluated in the training phase and 276, 240, and 

290 records were evaluated in the testing phase of the 

dataset, and the results of the analysis performed on the 

Cleveland dataset showed that the accuracy of the 

proposed method was 88.76, 89.58, and 88.96%, 

respectively. 

Among the works that have been done in this field, it 

is mentioned in [10]. Researchers presented a high-

accuracy hybrid method for diagnosing heart disease. 

The presented method is able to increase the 

performance of the NN by about 10% by increasing its 

initial weight by using the GA, which is a better weight 

for the neural network. Alizadeh Sani's z-dataset 

includes the information of 303 patients, 216 of whom 

suffer from CAD.  ،The 54 characteristics were collected 

for each patient, and these characteristics were divided 

into the following 5 groups: 1- Demographic 

Characteristics such as age, sex, etc., 2- Symptoms and 

results of clinical tests such as blood pressure, type of 

chest pain and so on. 3- Electrocardiography, 4- 

Echocardiography and 5- Laboratory tests. To select the 

characteristics of four famous ranking methods of Gini 

coefficient, weighting by SVM, information acquisition 

and principal component analysis were considered. With 

this methodology, their results showed that the rate of 

accuracy, sensitivity and specificity on Alizadeh Sani's 

z-dataset is 93.85%, 97% and 92%, respectively. 

The main idea considered in this research is the 

integrated use of neural networks based on Meaning 

fuzzy clustering to improve performance. First, the 

training data is clustered using the CMF algorithm (the 

centers of the clusters are calculated). Fuzzy clustering 

is sensitive to noisy and outlier data and to increase the 

possibility of selecting data that are misclassified. The 

cluster centers should be scattered as much as possible, 

and using this type of clustering reduces the amount of 

training data and increases the speed of training. The 

CMF algorithm is repeated several times and each time 

it creates different input data with different degrees of 

membership (which is used to have better input 

characteristics to increase accuracy). Then the neural 

network algorithm is implemented and the combination 

of these two algorithms will increase the accuracy in 

heart disease diagnosis. In order to analyze the proposed 

method, MATLAB software is used, and UCI standard 

dataset is used to evaluate the parameters. 

 

3.  THE HEART DISEASE 

3.1.  Risk factor for heart disease 

Evidence points to a number of risk factors for heart 

disease: age, sex, high blood pressure, blood lipids, 

diabetes, tobacco smoking, processed meat 

consumption, excessive alcohol consumption, sugar, 

family genetics, obesity, lack of physical activity, 

psychosocial factors and air pollution. While the 

contribution of each risk factor is different between 

different communities or ethnic groups, the overall 

contribution of these risk factors in epidemiological 

studies is significant. Some of these risk factors, such as 

age, gender, or family history, are immutable. But many 

of these important cardiovascular risk factors can be 

modified by lifestyle changes, social changes, drug 

treatment, and prevention of high blood pressure, lipids, 

and diabetes. 

 

3.2.  Hear disease diagnosis methods 

Most of the time, the treating doctor does a lot of 

investigations to get enough information to diagnose 

your disease and make the right decision about the 

appropriate treatment. The set of tests that your doctor 

requests for you may not be necessary in another person 

with the same condition [11]. The results of a survey 

may provide information that reveals the need for more 

surveys to complete the information. You may also need 

to repeat the same test several times to determine exactly 

how your heart is responding to different medications, 

surgical procedures, or other treatments. Medical history 

is also a determining factor in requesting appropriate 

examinations [12]. There are several methods to 

diagnose heart disease, which we will discuss below. 

 

4.  THE PROPOSED METHOD 

4.1.  The used dataset 

Research methods refer to the methods of designing 

research studies and data analysis procedures. Achieving 

the goals of the research is not possible unless the 

research process is carried out with the correct 

methodology. In general, the research method can be 

defined as a set of reliable and systematic rules, tools, 

and ways that are used to investigate facts, discover 

unknowns, and achieve solutions to problems. In this 

section, the research method, the statistical population, 

the collection method and the conceptual and 

operational definition of the variables have been 

discussed. Scientific researchers can be divided into 

three basic, applied and developmental researches based 

on the purpose [13]. Also, in the classification based on 

the method, researches are divided into historical, 

descriptive, correlational, experimental and causal. 

The intended method for this research is cross-

sectional. This research seeks to discover and examine 

the relationships between factors and specific conditions 

or the type of event that existed or occurred, through the 

study of data and their results. In other words, it seeks to 

investigate the possibility of the existence of cause and 

effect relationships by observing the existing results and 

their previous context in the hope of finding a diagnosis 

and predicting the occurrence of the phenomenon. 

The proposed methodology consists of different 

parts. The heart database section includes traits that are 

used to distinguish sick from healthy individuals. As 
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stated earlier, the database consists of 14 columns and 

125 rows. The 8 columns represent the attributes and one 

column represents the class label. The statistical 

population consists of all the elements and people who 

have one or more common characteristics on a 

geographical scale (global or regional). The statistical 

population of this research is cardiac patients in two 

hospitals from the UCI heart disease database [14]. The 

data used in this research was extracted from the 

machine learning theory database of the University of 

California at archive.ics.uci.edu/ml. This dataset is 

related to chronic heart diseases and the variables in it 

are explained in Table 1. 

 

Table 1. Variables in the dataset. 
Row Variable 

name 
Variable 

type 
Description 

1 Age Numeric
al 

Patient age in years 

2 Blood 
pressure 

Numeric
al 

Indicates the upper limit of 
systolic blood pressure in 

mmHg 

3 Specific 
density 

nominal One of the numbers 
(1/005,1/010,1/015,1/020,1/

025) obtained from the 

measurement of different 
components of urine 

includes waste materials and 

solutes. High specific 
gravity indicates 

concentrated urine. This 

number is used for 
concentration and secretion 

power. The normal range is 

between 1.005 and 1.02. 

4 Albumin nominal It is one of the numbers [15] 

[1] [2] [16] [3]. Albumin is 
a type of protein in the 

blood that is filtered by the 

heart. Excreting more than 
3.5 grams of albumin in 24 

hours through urine is a sign 

of a kind of kidney disorder 
called Albuminuria. 

5 Sugar nominal It is one of the numbers [15] 

[1] [2] [16] [3]. Glucose is 
the sugar present in the 

blood and is considered the 

main food of cells. 
Normally, there are very 

small amounts of glucose in 

urine, but under normal 
conditions, it is less than 4 

grams. 

6 Number  

Red 
globules 

binary Variable zero and one 

indicating normal or 
abnormal number of red 

blood cells in urine. 

Excessive presence of red 
blood cells in urine is 

known as hematuria. 

7 Pus cells binary indicating the presence or 
absence of infectious cells in 

the urine 

Row Variable 

name 

Variable 

type 

Description 

8 Pus cells 
clump 

binary Observing or not observing 
the infectious mass in the 

urine 

9 Bacteria binary Observing or not observing 

bacteria in urine 

10 Random 

blood 

glucoses 

Numeric

al 

It shows blood sugar 

regardless of when the food 

was consumed. Several 
random checks may be 

made throughout the day. 

Because the amount of 

blood sugar in healthy 

people does not change 

much during the day. If the 
blood sugar changes a lot 

during the day, it probably 

indicates a problem with the 
heart. 

11 Urine Numeric
al 

Indicates the amount of urea 
in urine 

12 Creatinin
e 

Numeric
al 

Creatinine is a product of 
muscle metabolism that is 

excreted from the heart. 

When the level of creatinine 
in the blood is higher than 

the normal level, it is a sign 

of heart failure, and 

therefore it is a good 

measure to evaluate the 

heart's function. 

13 Sodium Numeric
al 

Excess excretion of sodium 
by the heart indicates a 

disorder called 

hyponatremia. 

14 potassiu
m 

Numeric
al 

Excess excretion of 
potassium by the heart 

indicates a disorder called 
renal tubular acidosis. 

15 Hemoglo

bin 

Numeric

al 

If there is hemoglobin in the 

urine, it can be a sign of 
kidney dysfunction 

16 Hematoc

rit 

Numeric

al 

According to the percentage 

of red cells in the blood, it is 
called hematocrit or sea 

blood. For example, if a 

person's hematocrit is 40, it 
means that 40% of the blood 

volume is made up of red 

blood cells and the rest is 
plasma. The average 

hematocrit of men is 42 and 

the average hematocrit of 
women is 38. 

17 Number  
White 

globules 

Numeric
al 

The normal amount of white 
blood cells is 4,500 to 

10,000 white blood cells per 
microliter. 

18 Number 

of red 
blood 

cells 

Numeric

al 

The number of red blood 

cells in a normal state is 3.6 
to 5.5 million in the blood of 

women and 1.4 to 6 million 

per microliter in the blood 
of men. 

19 Hyperten

sion 

binary It indicates the presence or 

absence of blood pressure in 
the patient. 
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Row Variable 

name 

Variable 

type 

Description 

20 Diabetes binary Indicates the presence or 
absence of diabetes 

21 Coronary 
artery 

disease 

binary It shows the presence or 
absence of heart disease. In 

coronary heart patients, the 

coronary arteries are 
narrowed (Stenosis) and the 

heart muscles are deprived 

of sufficient blood and 
oxygen. 

22 Estenosis binary indicating good or bad 

appetite 

23 Estenosis binary indicating the presence of 

swelling in the area of the 

back of the leg. Excess 
excretion of protein by the 

kidney leads to this 

complication. 

24 Estenosis binary It indicates the presence or 

absence of anemia in the 

patient. 

25 output 
(handle) 

binary Indicates the presence or 
absence of heart disease 

 

4.2.  The pre-processing stage 

Data pre-processing will be done in two parts. The 

first part includes completing the missing values and the 

second part also includes detecting outliers and 

removing them, which can affect the final results. 

In general, the methods of filling missing values are: 

Delete data. This means that data with missing values 

are completely removed from the data set. It is obvious 

that this method is used when a small amount of data has 

missing values. Because if we remove too many from 

the set, the remaining data will probably cause 

overfitting. This means that the accuracy of the model 

will be high on the training data and low on the test data. 

Considering a global value for all missing values. In 

this case, a fixed value is considered for each attribute 

(variable) and all missing values are replaced with that 

number. This task is usually used when a constant value 

can be determined for all missing items [17]. For 

example, if the data is collected from a place such as a 

university and most people's jobs are registered as 

students, the same amount of students can be determined 

for the missing job values. 

Using the mean value of the variable for all missing 

values. where for each variable, the average value is 

calculated using the available data and is replaced by all 

the missing values of that variable. This method may be 

sensitive to outlying and outlier data [18]. In addition, in 

cases where there is a nominal variable (such as hair 

color or type of car, etc.), in this case it is not possible to 

use this method. 

Using the median value of the data for missing 

values. Since the average is sensitive to outliers and 

there may be outliers in some data sets, in some cases 

where there is a possibility that the average is 

inappropriate, the average of the data is used to 

determine Missing values are used. Of course, if the 

distribution of the data is symmetrical and there are no 

outliers, using the median or mean will have almost the 

same result [19]. Because in such a case, the mean and 

the average are close to each other and therefore the 

estimated number for the missing in these two methods 

are almost equal. 

Determination of missing values using learning 

methods. In these methods, the variable whose value is 

missing is selected as the dependent variable and other 

variables will also play the role of the independent 

variable [20]. Then, using a learning method such as 

linear regression (which does not threaten the risk of 

overfitting), the missing value is predicted. 

The fifth method is more accurate than the other four 

methods. Because outlier data, asymmetry of data 

distribution, etc., which strongly affects methods 1 to 3, 

shows a lesser effect in the fifth method. On the other 

hand, using the fifth method will also have the risk of 

overfitting. Because the use of a complex method (for 

example, a neural network with a large number of hidden 

layers) may perfectly match the training data, but have 

very low accuracy and precision in the model testing 

phase [21]. Usually, complex nonlinear models are not 

used to overcome the risk of overfitting. For this reason, 

multiple linear regression will be used to estimate the 

missing values. 

Linear regression is a relationship between a 

dependent variable and a number of independent 

variables based on which the extracted equation can be 

used to fill in the missing values. The general form of a 

regression equation is as nn xxY  +++= 110  In which Y

Dependent variable vector and  nxxxX ,,..., 21=  Independent 

variables are the objective of regression to find 

coefficients n ,...,, 10  is. 

For this purpose, the column related to the variable 

whose missing values are to be predicted should be 

considered as dependent variable and other variables as 

independent. With such an action, it will be possible to 

estimate the coefficients using relation 1. 

( ) YXXX TT 1−
=                 (1) 

Detection of outliers: Outliers usually refer to data that 

are much smaller or larger than other members in a set. 

The existence of these data can affect the results and 

actually damage the accuracy of the results. Therefore, 

it is necessary to analyze such cases and remove them 

from the data if they exist. These data can be the result 

of one of the following: 

1)Inaccuracy of the observed measurement 

2)Collecting data from different communities 

3)Measurement for a rare incident or event 

4)Excessive skewness of data in frequency 

distribution 

Outlier data detection methods are classified into two 
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groups, univariate and multivariate, based on the number 

of variables. This means that only one variable is 

considered in the analysis of outlier data and the outlier 

value is determined for it (univariate methods) or that the 

variables in the data set are considered and checked 

simultaneously (multivariate methods)) [22]. One-

variable detection methods are among the simplest 

methods available in the literature. Among the univariate 

methods, we can mention the median technique, box 

plot, smoothing methods such as containerization, etc. 

Among the multivariate methods, we can mention 

multiple regression, NN, distance, and etc. 

Some of the existing methods in the field of outlier 

data detection are as follows: 

Grubb's test: This test was presented by Grubb [23] 

to determine outlier data and is based on statistical 

methods. In Grubb's test, it is assumed that the data 

follows a normal distribution. This method is iterative 

and outliers are identified and discarded in each 

iteration. This algorithm continues until no extraneous 

data is detected. The statistics of Grub test are as 

follows: 

s
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          (2) 

where in X  and s  The mean and standard deviation 

of the data are respectively N  is also the number of data. 

In each iteration of the algorithm, the value G  calculated 

and if its value is greater than the relation 3, the largest 

and smallest data are removed from the data.  
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where in 
2

bat ,  A point of distribution t  With b  It is a 

degree of freedom that has equal probability on the right 

side a  is also   The significance level of the test is 

usually 0.05. 

Bonferroni method: In this method, the median of 

the data is first calculated and then the standard 

deviation is added and subtracted from it. With this 

action, a range will be formed, the data outside of which 

are outliers and will be removed from the calculations. 

Clustering method: In this category of methods, the 

number of optimal clusters is first determined by using 

the existing indicators, and then the data is assigned to 

the clusters. It is believed that the cluster with the lowest 

density contains outlier data. Therefore, these data are 

removed and the analysis is performed on the remaining 

data. 

NN: NNs are one of the computing methods that, 

with the help of the learning process and using 

processors called neurons, try to provide a mapping 

between the input space by recognizing the inherent 

relationships between the data. The hidden layer or 

layers processes the information received from the input 

layer and provides it to the output layer. Each network is 

trained by receiving examples. Education is a process 

that ultimately leads to learning. Network learning is 

done when the communication weights between the 

layers change so that the difference between the 

predicted and calculated values is acceptable. After 

learning, the network can decide whether a particular 

data is an outlier or not. 

Besides the introduced methods, there is another 

technique called CM and single class NNs. In general, 

this method is used to solve a problem in which one 

category exists as the target category and the rest of the 

categories are known as outlier data. The main purpose 

of this method is to find a boundary around the data 

related to the target category, which can be used to 

identify outliers. Fig. 1 shows a boundary found by CM 

and single-class NNs. 

 

Fig. 1. CM and single class NNs. 
 

Since this method is a non-parametric technique and 

does not require the assumption of normality of data 

distribution, single-class version of CM and NNs will be 

used to discover outliers. The mentioned model is in the 

form of relation 4: 
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where R i  and c  are the decision variables of the 

model and represent the radius, deviation of the data 

from the coverage area and the center of the coverage 

area, respectively. In addition, the size of the trade-off 

between the coverage radius and the number of data 

outside the coverage area is determined by 𝜐 ∈ {0,1} the 

parameter. So that if the value of this parameter is close 

to zero, more importance is given to the points outside 

the coverage and therefore the value becomes R  larger. 

Also, if   it goes to one, the importance of the data 

outside the coverage decreases and the value of the 

coverage radius decreases. The best parameter   value 

target 

category 

Outlier data 
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is the value that balances the trade-off between these two 

variables [24] [21]. 

 

The validation method: In general, validation 

methods are divided into two parts: Exhaustive 

validation techniques and Non-Exhaustive validation 

methods. In full validation methods, the number of k  

data from the available N data is used for testing and 

the rest for training, and this is done for all modes. In 

other words ( )!!

!

knk

N

k

N

−
=









 it is executed as many 

times as the model. It is quite clear that the number of 

times the model is run for these methods is very high 

and therefore limits their use. On this basis, incomplete 

validation methods are usually used, of which the 10-

layer validation method is one of them. 

In addition to these methods, there is another method 

called bootstrap, which randomly selects data for 

machine training and can also select a duplicate sample. 

In fact, sampling is done by placement to select the 

training set. 

In line with the implementation of the proposed plan, 

the data at hand have been divided into two parts, 

training data and test data, using the 10-layer cross-

validation method, and after 10 times of training and 

testing the model with Different layers, the best amount 

of indicators have been reported. 

 

4.3.  The method stage 

The CM clustering is an unsupervised learning 

method that separates the data into different parts, which 

is based on a similarity criterion and is done in such a 

way that the members in the cluster are the most The 

similarity and the members between the clusters have the 

least similarity. For a more technical explanation, 

suppose the clusters are represented by symbols iC and 

the center of each is also represented by ic  symbols. 

so𝑖 = 1,2, . . . , 𝑐  . that Non-fuzzy clustering methods 

assign each data exactly to one cluster, which may cause 

inappropriate clustering. Because a data may be located 

in a point between two or more clusters and by applying 

this restriction that each data belongs to a cluster, the 

similarity of the mentioned data with other clusters will 

be ignored. But on the other side, there is fuzzy 

clustering in which each data can belong to different 

clusters with different degrees of membership. If it 

indicates the degree of membership of the data jx  to the 

cluster iC , then we will have fuzzy 𝑢𝑖𝑗 ∈ [0 − 1] 

clustering in which the value closer to 1 will indicate the 

greater belonging of the data to that cluster. Therefore, 

the degree of membership of a data for all clusters is 

defined as relation 5. 

𝑢𝑗 = (𝑢1𝑗 , 𝑢2𝑗, . . . , 𝑢𝑐𝑗)                 (5) 

If a data n set contains data, the matrix of 

membership degrees will appear as a matrix nc  and 

according to the relation 6. 

𝑈 = (𝑢1, 𝑢2, . . . , 𝑢𝑛)                     (6) 

The following restrictions are in place for the matrix 

of degrees of membership: 
∑ 𝑢𝑖𝑗 > 0∀𝑖 ∈ {1,2, . . . , 𝑐}𝑛
𝑗=1                (7) 

∑ 𝑢𝑖𝑗 = 1∀𝑗 ∈ {1,2, . . . , 𝑐}𝑐
𝑖=1        (8) 

The first constraint requires that all clusters have at 

least one member, which means that no cluster is empty. 

In addition, the second limitation also states that the total 

membership degrees of a data on all clusters is equal to 

1. These two restrictions make a data not belong to only 

one cluster. Each type of clustering method (fuzzy or 

non-fuzzy) uses a fitness function, which is actually a 

criterion for clustering. This function is a loss function 

and therefore a proper clustering minimizes its value. 

With F the notations made so far, this function is shown 

by and defined as follows 

𝐹 = ∑ ∑ 𝑢𝑖𝑗
𝑚‖𝑥𝑗 − 𝑐𝑖‖

2𝑛
𝑗=1

𝑐
𝑖=1          (9) 

where the value is m  greater than 1 and is called 

Fuzzifier exponent. Fuzzy clustering uses an iterative 

method to solve the fuzzy clustering problem. In the 

mentioned method, the degree of membership and the 

center of the clusters are obtained from the following 

relations in an iterative procedure: 
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𝑐𝑖 =
∑ 𝑢𝑖𝑗

𝑚𝑥𝑗
𝑛
𝑗=1

∑ 𝑢𝑖𝑗
𝑚𝑛

𝑗=1

                             (11) 

To perform fuzzy clustering, the following steps are 

taken: 

A) The initial value of the fuzzification power 

(greater than 1) and the U matrix are chosen 

randomly. 

B) The center of the clusters is calculated using 

relation 11. 

C) After calculating the centers of the clusters, the U 

matrix is updated. 

D) Steps (b) and (c) are repeated until the stopping 

condition is met. The stopping condition is 

usually no change in the centers of the clusters or 

the value of the fitness function          

The proposed hybrid model includes the use of CM 

clustering in the neural network structure. In fact, the 

new model aims to improve the final prediction results 

by using an unsupervised learning algorithm in the 

structure of a supervised algorithm. This is done in such 

a way that the neural network also uses the information 

related to fuzzy clustering. Based on this, two 

approaches are presented to perform the composition. 

In the first approach, which is called membership 
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degree method, at first the data is clustered in fuzzy form 

using CM algorithm and then the membership degrees 

obtained from the clustering process are given as input 

to the NN and after pre-processing. The nose of the 

output values will be compared against the previous 

methods. 

In the second approach, which is named as clustered 

data, after the fuzzy clustering process, the main data 

along with membership degrees will be used as input for 

the NN. 

In order to explain further, suppose that X represents 

the data of the problem and Y is its corresponding 

output. By performing fuzzy clustering on the problem 

data, MD is also the degree of membership related to the 

clusters. In this case, Fig. 2 will show the two proposed 

approaches for the hybrid neural network-fuzzy 

clustering model. 

In better words, fuzzy clustering will lead to the 

creation of two modified data sets from the original data 

set, one of which includes degrees of membership and 

numbers of categories, and the other includes degrees of 

membership, variables It includes the original and the 

number of the categories. To perform fuzzy clustering, 

iterative method according to relations 3-10 and 3-11 is 

used and it will converge to the optimal solution by using 

an innovative algorithm whose steps are in accordance 

with the following clauses.   

1. An initial population of solutions with size P is 

generated. Each answer is a vector containing 

membership degrees related to the data. 

2. For each answer, the value of prediction 

accuracy is calculated and produced by 

name𝑓𝑖 , 𝑖 = 1,2, . . . , 𝑃 . 

3. Answers are sorted according to accuracy and 

in descending order. 

4. An answer is selected to produce a new answer. 

Each of the answers has a certain chance to be 

selected, and this chance will be calculated 

using the relation 12. 

𝑉𝑖 =
2(𝑝−𝑖+1)

𝑝(𝑝+1)
                           (12) 

5. After selecting the ith answer, a new answer 

will be generated with a normal distribution 

with a mean vector equal to the membership 

degrees of the ith answer and a variance of 1. 

6. The new answer is replaced in the existing 

population. 

The introduced steps continue until a certain number 

of repetitions until the best answer is obtained and 

reported. 

The code network of the proposed method is shown 

in Fig. 3. 

 

 

Fig. 2. How to combine CM techniques and NNs. 

 

 

Fig. 3. pseudocode of the heuristic algorithm. 

 

Performance indicator: To measure the performance 

of the proposed model and compare it with the previous 

methods, the accuracy index will be used, whose value 

is equal to the total number of correctly labeled data on 

the total available data. Using this index can provide 

the possibility of comparison. 

Paired t-test will be used to confirm the superiority 
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of the proposed method over the traditional method. This 

test includes the following steps: 

The value of the index difference for different 

models is calculated and named as iD .  The mean and 

standard deviation of the difference values are called DS

S and D . The test statistic is determined as n

s

D
t

D

=

, where 
n is the number of tests. 

The critical value of the test is obtained from the t

distribution tables and is equal to 𝑡𝛼,𝑛−1. where  is the 

significance level and (1 − 𝛼)is the confidence level of 

the test. 

The decision is made in such a way that if the value 

of the statistic is greater than the critical value of the test, 

it means that the proposed method has performed better 

than the traditional method. 

 

5.  RESULT AND DISCUSSION 

This section of the research will deal with the 

implementation of the proposed approach introduced in 

the previous section. Based on this, at first, the missing 

values in the data are estimated by multiple linear 

regression method and then they are analyzed with CM 

and single-class NNs in terms of outlier data. After 

identifying and removing these values, if any, the data is 

divided into different clusters using the fuzzy clustering 

method that was introduced in section 2-3 and classified 

into two types with the proposed combined method. 

They are classified. The obtained results will be used to 

compare the proposed method and the traditional 

method. 

 

5.1.  General calculation results 

All the calculations in this section have been done in 

the MATLAB R2015b software environment. A 10-

layer cross-validation method was used to determine the 

training/test data set, and based on this, each model was 

run 10 times and the average value of the performance 

indicators was reported. The stopping condition of the 

algorithm is set in such a way that if no improvement is 

observed in 20 consecutive iterations, the clustering is 

stopped and the best clusters obtained that correspond to 

the lowest value of the objective function in relation 5 

are selected. They will be stored and used in the next 

steps. 

 

5.2.  Completing the missing values and detection of 

outlier data 

In accordance with the content presented in the third 

section, the completion of the missing values has been 

done using the multiple linear regression method. This 

method has indicators called Coefficient of 

determination and Adjusted coefficient of 

determination, which are indicated by symbols 𝑅2 and 

𝑅𝑎𝑑𝑗
2  respectively. These indices are between zero and 

one and their closeness to the number 1 shows the higher 

efficiency of the model. The mentioned indicators are 

defined as follows: 

𝑅2 = 1 −
𝑆𝑆𝐸

𝑆𝑆𝑇
                                   (13) 

𝑅𝑎𝑑𝑗
2 = 1 −

𝑆𝑆𝐸
𝑁−𝑛−1⁄

𝑆𝑆𝑇
𝑁−1⁄

                     (14)                                                                                                           

where N represents the total number of data and n 

represents the number of independent variables. On the 

other hand, SSE and SST are also Total sum of squares 

(SST) and Error sum of squares (SSE) and are calculated 

with relations 15 and 16, where the actual value of the 

dependent variable, its average value and It is also the 

predicted value for it. 

𝑆𝑆𝐸 = ∑ (𝑦𝑖 − �̂�𝑖)
2𝑁

𝑖=1                            (15) 

𝑆𝑆𝑇 = ∑ (𝑦𝑖 − �̄�𝑖)
2𝑁

𝑖=1                            (16) 

In fact, the sum of squared error indicates the sum of 

the error values in the prediction of the output variable, 

and the total sum of squares also indicates the dispersion 

of the actual output values. The lower the ratio of SSE 

to SST means the better performance of the model, and 

therefore its difference from the number 1 known as 
2R

is an indicator to measure this fact. In other words, this 

index indicates the probability of correlation between 

input and output variables. This coefficient actually 

expresses the approximate results of the desired 

parameter based on the defined mathematical model that 

matches the available data. In addition, the 
2
adjR  index 

also divides the normalized values of the sum of squares 

in order to eliminate the effect of the number of variables 

used. 

Based on the analysis performed on the data set 

which includes 400 records and 25 variables, the number 

of variables with missing values is as described in Table 

2. 

In addition, the frequency of missing values is also 

summarized for each of the variables according to Table 

3. 

 

Table 2. Frequency of missing values for each of the 

data. 
Number of missing values for each data Abundance 

0 158 

1 45 

2 33 

3 37 

4 31 

5 33 

6 12 

7 20 

8 8 

9 12 

10 4 

11 7 

Total 400 
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Table 3. The frequency of missing values for each of 

the variables 
Variable number Frequency of missing data 

1 9 

2 12 

3 47 

4 46 

5 49 

6 152 

7 65 

8 4 

9 4 

10 44 

11 19 

12 17 

13 87 

14 88 

15 52 

16 71 

17 106 

18 131 

19 2 

20 2 

21 2 

22 1 

23 1 

24 1 

25 0 

Total 1012 

 

The total of 1012 obtained in Table 3 shows the total 

number of missing persons. Using the multiple linear 

regression method, these values were completed and the 

indicators of the coefficient of determination and the 

modified coefficient of determination are summarized in 

Table 4. 

 

Table 4. Coefficient of determining regression in 

completing missing values (%) 
Variable 

number 

The coefficient of 

determination 

Modified coefficient of 

determination 

1 94/83 95/07 

2 91/35 91/58 

3 46/39 46/52 

4 60/67 60/84 

5 88/16 88/41 

6 69/18 69/46 

7 78/67 78/90 

8 93/07 93/30 

9 96/56 96/80 

10 82/38 82/62 

11 85/51 85/73 

12 00/91 91/24 

13 85/88 86/16 

14 99/28 99/60 

15 40/87 40/99 

16 45/02 45/16 

17 94/62 94/94 

18 51/12 51/31 

19 65/32 65/49 

20 69/01 69/19 

21 94/47 94/70 

22 86/47 86/69 

23 87/82 88/04 

Variable 

number 

The coefficient of 

determination 

Modified coefficient of 

determination 

24 89/45 89/67 

25 - - 

 

Outlier data are determined using CM method and 

neural networks in such a way that maximum 20% of the 

data are removed from the calculations. For this purpose, 

different values have been considered for the adjustment 

parameter 𝜐   and based on that, the number of outlier 

data in each state has been determined. Table 5 shows 

the results of this processing. In this regard, it is clear 

that for different values of the 𝜐 ∈ {0,1}parameter, none 

of the data are identified as outliers, and therefore, the 

existing data whose missing value is predicted in the 

previous step are used for implementation. The proposed 

method will be used. 

 

Table 5. The number of detected outlier data for 

different values of the setting parameter 
parameter value  Number of data outliers 

0/1 0 

0/01 0 

0/001 0 

0/0001 0 

0/00001 0 

 

5.3.  Solving the proposed model 

In order to implement the proposed hybrid model 

according to Fig. 2, the completed data in which the 

outliers have been examined will be used. Based on this, 

fuzzy clustering is done using the heuristic algorithm of 

section 6-3 and then both approaches related to Fig. 3 

will be applied to it. 

 

5.4.  Data clustering 

In order to present the first report in the 

computational results section, Fig. 4 shows the values 

related to the objective function in successive iterations 

of the algorithm. The relevant clustering was obtained 

using a population size of 50 and for 4 clusters. Also, the 

power of fuzzification is set equal to 5 in this algorithm. 

It is clear that the value of the objective function has 

almost converged after 6000 iterations, and its changes 

in successive iterations are not significant. However, the 

stopping condition occurred approximately in the 

17000th iteration and therefore the proposed algorithm 

was stopped at that point. 

From the point of view of comparing the values of 

the objective function and determining the best number 

of clusters using the fuzzification power of 5, the 

clustering process was performed 10 times for the 

number of clusters from 2 to 6 and then the confidence 

interval using software MINITAB software has been 

reported for the value of the objective function of each 

of the states. Table 6 is the summary of this experiment. 
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Fig. 4. The value of the objective function of fuzzy 

clustering in successive iterations of the heuristic 

algorithm 

 

Table 6. The confidence intervals of the values of the 

objective functions of clustering according to the 

number of different clusters 

6 5 4 3 2 
Number of 

clusters 

2534061804 2544815328 2470446082 2444070668 2580102378 Average 

2534061785 2544815133 2470445901 2444070531 2580102158 At least 

2534061842 2544815572 2470446224 2444070845 2580102524 Maximum 

2534061791 2544815212 2470445995 2444070594 2580102305 95  %

interval 

estimate 2534061817 2544815443 2470446170 2444070742 2580102470 

 

D.1. Making a bundle 

In this subsection, according to Fig. 2, the proposed 

classification models will be created. In this regard, the 

indicators of accuracy, sensitivity and transparency will 

be used to check the performance of the models. For this 

purpose, at first, only the membership degrees were used 

as the input of the NN, and after 10 times of running the 

model, the average values for these indicators were 

calculated. Table 7 summarizes the relevant results. 

Considering that in the previous subsection, the number 

of 3 clusters had the best performance value from the 

point of view of the objective function value, so these 3 

clusters will be used to build the data set related to the 

proposed categories. 

 

Table 7. performance indicators obtained from the 

combined model 
Proposed model Precision Allergy Transparency 

Conventional model 

01/97 06/96 79/98 

79/96 29/95 91/96 

79/98 75/96 39/99 

21/95 21/93 89/95 

01/55 11/53 91/55 

Combined model 1 

66/65 95/57 00/79 

66/65 94/57 00/79 

33/68 57/61 00/79 

33/71 73/74 90/70 

83/65 31/56 27/82 

Combined model 2 

33/98 36/97 100 

50/97 05/96 100 

13/99 67/98 79/99 

83/95 100 63/88 

00/55 94/28 100 

 

In this case, it is clear that the first proposed model, 

which includes the use of clustering results as the input 

of the category model (proposed model 1), is not very 

accurate. However, the second model, which includes 

the combination of the original data and the clustering 

results, has a higher accuracy, and in the meantime, by 

using the number of 3 hidden layers, each of which 

contains 2 neurons, the accuracy is 13/%. 99 has also 

been achieved. 

The comparison between the proposed models and 

the conventional model shows that the conventional 

method is superior to the first proposed model; 

However, the second proposed model is superior to both 

mentioned models and has achieved better performance 

indicators. 

 

5.5.   Comparison of the proposed method with the 

conventional method 

In order to compare the second proposed method and 

the traditional method, the paired t statistical hypothesis 

test has been used to confirm the superiority of the 

proposed method with more certainty. In order to 

implement this test, the results of table 7 for the 

conventional machine and the second proposed machine 

have been used. After performing this test, the results are 

shown in Table 8. 

 

Table 8. Test results related to the comparison of the 

proposed method with the traditional method 

Test 

statistics 

The 
standard 

deviation 

Degree of 

freedom 
ValueP − Result 

-2/7056 0/4924 4 0/000 

The 

superiority 
of the 

proposed 

method 

 

After the test, a decision is made about it using the 
ValueP − index. Thus, if the value of ValueP − is less 
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than 0.05, the superiority of the proposed method can be 

confirmed. Based on the obtained results and 

considering that the ValueP − value in this experiment 

was equal to 0.000, the superiority of the second 

proposed method over the conventional method can be 

confirmed. 

 

5.6.  Analysis of the effect of population size 

All the data obtained in Sect. 5 were obtained using 

a population size of 50, and it is possible that using a 

higher population size may lead to better results. In order 

to check the effect of the population parameter of the 

algorithm on the accuracy of the model, other values 

were also used and the results are shown in Fig. 3. (Table 

9) 

 

Table 9. Accuracy of the model for different values of 

the population size 

Accuracy of 
the model 

The value of the 
objective function 

Population size Row 

99/07 2451925691 30 1 

99/13 2444070668 50 2 

99/18 2414810368 70 3 

99/18 2385710423 100 4 

99/31 2351053187 150 5 

99/33 2310473621 200 6 

99/35 2285791322 500 7 

 

Based on this, as the population size increases, the 

value of the objective function related to clustering will 

decrease. Such a reduction means an improvement in 

data clustering, and subsequently, with the improvement 

of clustering, the accuracy of the classification model is 

also improved. In this regard, the best accuracy will be 

related to the population size of 500 with 35.99%. 

This section of the research was dedicated to the 

implementation of the proposed model on the events 

related to heart disease. In this regard, the data used in 

the UCI Repository database were collected and pre-

processed. For this purpose, the missing values among 

the completed data and the outliers in them were also 

evaluated using CM method and single class neural 

networks. Then, using the CMF clustering algorithm, the 

existing data were clustered and based on two 

approaches, they created a new data set for 

classification. In the first approach, membership degrees 

related to the data were assigned to the category model 

as input. In the second approach, the existing dataset was 

considered as the input of the model along with 

membership degrees. According to the calculations, the 

second approach has the advantage of accuracy 

compared to other models, and this fact has been 

confirmed by using the statistical assumption test. 

Finally, the analysis performed on the population size 

shows that the accuracy of the proposed model is 

improved by increasing the mentioned parameter and 

will increase up to 35.99%. 

 

6.  CONCLUSION 

The current research has presented two new 

approaches for predicting heart disease. These two 

approaches use fuzzy clustering to modify the heart 

disease dataset. In the first approach, membership 

degrees are used instead of the existing data set to 

perform the classification process. In this way, the data 

clustered and then the membership degrees are given as 

input to the NN and the main attributes are removed. The 

second approach also suggests the use of membership 

degrees in addition to the attributes in the data set. As a 

general summary of the different sections of the research 

is of concern: 

• At first the current authors discussed the 

generalities of the upcoming problem and 

explained the necessity of doing it.  

• Then the current authors also devoted to 

thematic literature review. For this purpose, 

articles related to the field of medical diagnosis 

and the use of DM tools for diagnosis have been 

introduced and the recommended methods 

have been described in them. 

• After it, the current authors are dedicated to the 

introduction of combined approaches to 

perform prediction in the field of heart disease. 

In this regard, two approaches have been 

presented to combine the fuzzy clustering 

method and the DM. 

• Finally, the introduced approaches have been 

evaluated numerically, and the accuracy, 

sensitivity and transparency indicators have 

been reported for each one. The statistical 

hypothesis test has determined that the second 

approach, that is, the combination of degrees of 

membership and attributes in the data set of 

cardiac patients, can improve the accuracy of 

the model compared to the conventional mode. 

6.1.  Research results 

The heart is a vital organ for the body, and the 

diagnosis of heart disease and the subsequent provision 

of appropriate treatment methods are considered an 

important measure in the field of medicine. Considering 

the abundance of information in the field of medicine, 

DM can increase the quality of services provided to 

patients and reduce treatment costs by extracting the 

knowledge hidden in the heart of this information and 

using it in performing medical processes. 

DM can help doctors in predicting and diagnosing 

the appropriate treatment method for heart patients by 
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extracting knowledge from a large amount of medical 

information. 

Early diagnosis of any type of disease is considered 

an essential factor in treatment. In this research, our goal 

has been to design a system that can help doctors in 

diagnosing diseases. This research introduces a 

diagnostic CM assisted neural networks and decides 

which technique is useful in heart disease diagnosis. 

In this research, the current authors used the database 

obtained from the machine learning laboratory at UCI 

University. All patient data were trained using neural 

networks. Choosing the best value of parameters for a 

certain kernel is a fundamental problem in the NN 

method, which can be used to diagnose a common 

disease with simple clinical criteria. In this research, the 

combination of neural networks and CM algorithm was 

used. The results show that the above combined 

algorithm works better than other previously performed 

algorithms and the detection percentage is much higher 

than the work of others in this field. Performance 

parameters, such as classification accuracy, sensitivity 

and specificity of NNs and RBF have been high, and 

therefore we have presented a method that can be a 

suitable option for the classification process. 

The results obtained from the numerical tests have 

determined that the use of membership degrees obtained 

along with the attributes in the data set can improve the 

accuracy of the model. In this regard, the second 

approach by performing such a combination has been 

able to increase the accuracy of the model to 99.13% 

using the polynomial kernel function. The mentioned 

accuracy was obtained using 50 population members, 

and after further analysis, the accuracy value increased 

to 99.35% with 500 population members. 

In order to further develop category models and 

improve their accuracy, the following can be considered: 

• One of the challenges in the field of 

classification is to develop methods that can 

separate non-linear structures and in this way 

perform the classification process with higher 

accuracy. Non-linear mappings are usually 

used to increase the flexibility of categories and 

improve accuracy. In this case, it is suggested 

to use the polar coordinate axis to improve the 

performance of cluster models. In such a way 

that the data are mapped to the polar coordinate 

axis and then the classification is done on them. 

• Since the possible errors in the method used can 

be different, the use of multiple error rates and 

cost-sensitive methods in the proposed model 

of this thesis can lead to its development. In 

simpler terms, for example, when a patient is 

mistakenly identified as a healthy person, it 

creates more cost than the opposite error. Using 

the multiple error rate can increase the 

sensitivity of the model to the more expensive 

error and prevent its occurrence. Considering 

that the surgical methods of heart patients are 

invasive methods and the smallest error in the 

surgery for diagnosis may have irreparable 

consequences for the health of people, 

therefore the need for a DSS that can help the 

doctor in diagnosing the treatment method is 

very necessary. It seems to ultimately lead to a 

reduction in treatment costs. Also, DM can help 

doctors in other diseases such as tuberculosis, 

heart disease and various cancers. 

• The use of data mining in the analysis of 

medical data is considered a good method to 

consider existing relationships between 

variables. It can be seen from the presented 

method that DM helps to recover useful 

corrections, even from traits that do not directly 

indicate the category we intend to predict (heart 

disease). 

• Here the current authors try to predict the 

probability of heart disease by using the traits 

that are used to diagnose the disease. It can be 

expanded to predict other types of diseases that 

are caused by heart disease. Also, in the future, 

these data analysis results can be used to 

increase the accuracy of the prediction system. 

And to do this, you can use the previous disease 

diagnosis method for heart patients using the 

naive method of neural networks with the UCI 

database. So that we can achieve the best 

possible accuracy in this method. 

• Also, in the future, the combination of ANFIS 

algorithm and NN can be used in the diagnosis 

of type 1 heart disease using a standard 

database such as UCI. And the current authors 

can also use the fuzzy diagnosis of heart disease 

based on rules and optimal features based on 

the combination of DM systems and artificial 

intelligence algorithms. 
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