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ABSTRACT: 

Industrial Control Systems (ICSs), which work based on Wireless Sensor Networks (WSNs), are prone to hacking and 

attacks. In node simulation attacks against ICS networks, the enemy may capture a sensor node and then make 

multiple copies with the same identifier (ID), code, and encryption of the recorded node. Unfortunately, many 

Intrusion Detection Systems (IDSs)  are not efficient to detect clone attacks in ICSs. An alternative solution to 

improve the performance of early detection is a honeypot. This paper proposes a centralized architecture for detecting 

copy or clone nodes using a local multicast intrusion detection system. We divide the WSN into sections and give each 

one an inspector node. Each inspector node monitors its region and uses the node ID to identify clone nodes. We offer 

solutions for situations where the cluster-head is endangered. We also provide solutions for other cases where the 

natural node is compromised. Our evaluations show that the proposed system maximizes the detection probability and, 

at the same time, has a low connection overhead. 
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1. INTRODUCTION 

One of Wireless Sensor Networks (WSNs) is 

industrial facilities. With the expansion of the 

application of IEEE 802.1x networks, the transmitting 

of large volumes of big data in Industrial Control 

Systems (ICSs) is possible in just a few seconds. One of 

ICS's challenges is the infiltration of unauthorized 

parties for intrusion. These intrusions cause a lot of 

damage to the equipment annually. WSN nodes are 

constantly exposed to frequent node (or clone) attacks 

[1]. Clones are characterized by acting as legitimate 

nodes or authorized participants in the network [2]. 

Therefore, the need to design Intrusion Detection 

Systems (IDSs) is very high. 

In an attack, the enemy physically captures one or 

more sensor nodes and creates similar instances of the 

nodes it takes. The enemy can then design many internal 

attacks and destructive activities using these replicas or 

clones. For example, when several clones are combined, 

the enemy can create a black hole and launch a 

wormhole attack. It can also establish a Distributed 

Denial of service (DDoS) attack, inject incorrect data 

into the network, and monitor most network traffic. 

Another potential attack is to slow down and eliminate 

other WSN nodes. 

In this research, we aim to counter the intrusion of 

repetitive node attacks. We present a centralized scheme 

for identifying copies and clone nodes in WSNs [3]. 

First, the network is divided into sections [2]. Then, the 

inspector nodes are randomly selected for each cell in a 

large and unpredictably recorded deployment by the 

enemy [1]. The inspector node examines similar nodes 

from the relevant sections for the cryptographic 

identifier and key. We also offer the honeypot idea to 

improve replica recognition performance. Honeypot is a 

hardware environment with an active telemetry program 

to attract and deceive attackers. 

Traditional IDSs are practically inefficient for early 

detection due to the high false alarms. Therefore, this 

article introduces WSN honeypot technology to detect 

early intrusion of attacks on ICSs with wireless radio 

equipment. Honeypot detects possible attacks on the 

WSN in the 800 MHz and 1.2 GHz frequency bands to 

complement the primary data transmission equipment. 

All attackers' interactions will be reported to the ICS 

monitoring center when communicating with the WSN 
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honeypot. At the same time, these interactions are stored 

in an EIDS database designed for this purpose. We also 

provide solutions for blacklist replica nodes of WSNs. 

This solution improves network performance in two 

ways: a) when a Cluster Head (CH) is detected as a 

replica and is deleted or blocked; b) when a normal 

node is detected as a replica and is deleted or blocked. 

The remainder of this paper is organized as follows: 

Section 2 reviews the most critical studies; Section 3 

explains the system model and the proposed method; 

Section 4 evaluates the results; Finally Section 5  

concludes the study. 

 

2. RESEARCH BACKGROUND 

Regarding clone attacks, the LSM method is 

proposed in [2]. It uses the network routing topology to 

select the node location. The goal is to reduce 

communication costs and increase the likelihood of 

detection. It uses geometric probability distribution to 

identify duplicate nodes. In [4], a centralized system 

called the speed test scheme is proposed. Another study 

[3] suggested a method based on place and time vector 

information. Sometimes, a node has to announce its 

time position and its list of neighbors. This design 

requires the coordination of precise time and exact 

location dynamically. Generally, there are two ways to 

get a dynamic position at all times: a) using an 

unreliable ideal signal; b) providing a costly GPS [3]. 

Kou et al. [5] proposed the NBDS method. It stops at 

the new location and successfully reconnects to the 

network. The node distributes the counter-claim to its 

new neighbors with a non-neighbor signature to join the 

new site. A node is only accepted as a legal node by 

new neighbors if the previous neighbor's approval is 

successful. 

A review of the literature shows that researchers 

have proposed other innovative methods. For example, 

in some schemes [6] [7], each node locally identifies its 

location and notifies adjacent nodes. Each neighboring 

node that receives a claim sends the claim to a set of 

randomly selected "control" pseudo-networks. Each 

control node then checks to see if it has already received 

a claim with the same ID from the node. If not, the 

control node stores the received position claim. 

Otherwise, it checks whether they were sent from there 

or not. If the answer is no, the control node starts the 

empty process. If the control node finds the duplicate 

identifier, it realizes that the node is a replica. 

Some research has used a more heuristic design [8] 

[1]. Nodes must confirm the signature after receiving a 

response at the central station while the node is 

repeatedly attacked. If authorized, the node’s claim will 

be broadcast on the network. If the timer expires and the 

new node’s neighbors do not receive any cancellation 

messages, copies of the node recovery from the new 

neighbors are sent to the node's previous neighbors. The 

Base Station (BS) accepts the new node and adds its ID 

[1]. The drawback of this scheme is that an intelligent 

attacker may block the clone detection process. This 

method also has a high communication overhead. In [8], 

a note-based scheme is proposed. In the replica 

identification step, each node (claimant node) first sends 

the signed location claim to neighboring nodes. After 

receiving the claim, each neighboring node confirms the 

signature and acceptability of the location of the 

claimant node. Adjacent nodes are, by some 

probabilities, transformed into inspector nodes. The 

control nodes then perform a two-step operation. In the 

first step, called area selection, reporters from each 

specific area use the area selection method to claim the 

location of a claimant node. Each randomly selected 

node that receives the location claim in each region, 

after confirming the signature, becomes the control node 

of the claimant node. When the control node reaches a 

contradiction, it receives two different location claims 

with the same node ID. It cancels the replicas by 

spreading two contradictory claims as evidence [2]. This 

method has additional overhead for the inspector. The 

RED protocol is described in [9]. The main idea of the 

protocol is that each sensor node first signs and 

maintains a list of nearby nodes [6].  Each control node 

sends encrypted information and then transmits it to its 

nearest neighbor. When the BS receives all the 

information and senses it, it considers it a repeated node 

if it finds the sensor value higher than the specified 

threshold value. Otherwise, it records the node 

information [6]. An area-based method is proposed in 

[10]. The WSN nodes are centrally controlled [8]. The 

network is then divided into smaller sections, and an 

inspector node is assigned to each area [2]. The whole 

sub-area has an equivalent angle from the primary node. 

All nodes transmit the position of their neighbors to the 

BS by the control node. Duplicate nodes are then 

canceled based on a cross-comparison of the received 

data. The major drawback is that such a centralized 

design contradicts the emerging nature of WSNs and 

creates a point of failure [8]. 

A hierarchical clone node identification protocol is 

presented in [1]. It is based on a clustering method using 

a bloom filter to detect replicas. Each CH shares its 

encrypted material (node IDs, signatures, messages) 

with other CHs through the bloom filter mechanism [6]. 

A CH can detect the presence of an enemy node [3]. 

This design's major drawback is having additional 

overheads [11]. In addition, it requires a large number 

of bits for the bloom filter.  

Interested readers can refer to [12] to study ways to 

improve IDS performance with early detection and 

honeypot. 
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3. PROPOSED METHOD AND SYSTEM MODEL 

This section describes the system architecture and 

then the honeypot detection technique. 

 

3.1. The architecture of the detection system 

The architecture of the honeypot diagnostic system 

consists of the following modules: 

 

3.1.1. Path module  

The route module consists of packet analysis for 

path responses, a fake packet generator, and a fixed bit-

rate Cooperative Balancing Routing (CBR) unit. In this 

suggested approach, the honeypot agent is positioned 

next to the test subject and directs the RREQ to a 

designated destination. When a test subject gets an 

RREQ, it generates an RREP packet and determines 

whether the RREP is genuine. 

The module for analyzing false RREP packets 

examines the received response packet. This module 

examines the RREP packet and logs the packet's 

sequence number and number of steps. It then produces 

the bogus packets and delivers them to the test subject. 

Such traffic is routed via the "subject" to a specified 

destination. In this scenario, the false packet maker 

employs the CBR unit, which creates UDP packets at a 

predetermined bit rate. 

 

3.1.2. Feedback module 

The feedback module is critical in identifying 

malicious nodes. An inquiry packet is sent to a 

particular destination to ascertain if it has received 

traffic packets from the test subject. This information is 

maintained in the feedback module to offer information 

about the duplicate route. If the target node accepts the 

packet, it sends a tracking response to the honeypot. 

Based on this answer, the module deems the test subject 

valid if it is not a hostile attacker. 

 

3.1.3. Alert module 

If the module identifies harmful behavior, it will 

warn the user and use this information as input to the 

module. In these instances, a positive output indicates 

normal operating circumstances, while a negative output 

indicates the existence of an assault. When an attack is 

discovered, the alert module generates a warning to 

inform users to avoid engaging in hostile node behavior. 

The malware identity module broadcasts a malicious 

node to all other nodes on the network, instructing them 

to suspend communication with it. 

 

3.1.4. Interactive report 

It describes the tactics used by the honeypot to 

deceive the destructive node. In addition, it records 

information about the path responses that an attacker 

uses to deceive other nodes. This step records all the 

reports and alerts of the route discovery step. 

3.2. Honeypot agent  

This unit shows malware node detection using the 

honeypot, introduced as a software detection agent. The 

assault of the malicious node M is shown in Fig. 1. The 

figure shows that node M gets all data communication 

from neighboring nodes to reduce data traffic. By 

raising the number of sequence numbers and 

minimizing the number of steps, node M establishes 

itself as the optimal route for other nodes (AODV). 

Additionally, it may promote the route's lowest end-to-

end latency. 

 
Fig. 1. M is a destructive node. 

 

3.3. Honeypot is unaware of the network's topology. 

When the honeypot is unaware of the network 

architecture, it is tested next to the node and estimates 

the delay by sending traffic to the test subject. Any 

difference between the actual delay and the estimated 

end-to-end delay is examined. When the test subject 

certifies that the end-to-end latency is small, the 

honeypot connects to the next test subject and starts 

sending traffic. We install honeypots on nodes to 

identify malicious attackers. The suggested approach is 

divided into the following steps: 

• The honeypot agent communicates with the test 

subject through an RREQ packet. The source 

address is the node on which Honeypot is 

installed. Destination Address is a previously 

determined random destination address. 

Honeypot is presumed to be aware of the 

destination's path and sends a special RREQ to 

verify the nodes in its neighborhood. 

• The "test subject" communicates with the 

honeypot through an RREP packet. This RREP 

may be genuine or fraudulent. A malicious "test" 

consists of a bogus RREP with a large sequence 

number and a few steps. On the other hand, a 

legitimate test subject creates an RREP only if it 

is aware of the path to the target.  
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• The next step is to generate a data packet for 

testing and transmit it to the "patient." The tester 

package is identical to any other data package. 

However, since its contents are obscured and 

filled with a random data stream, the victim may 

not deduce that it came from the honeypot. 

• Honeypot sends the destination a "Query" packet 

inquiring about the packet of "test subject" in 

step 3. The packet's format is shown in Fig. 2. 

The feedback module retrieves information using 

a duplicate (periodic) path table and then routes 

the query packet via this path. The query 

package has many fields, including the sequence 

number, the source IP address, the destination IP 

address, and the test id. 

 

Fig. 2. The packet's format. 
 

• The source IP address is encrypted with the node 

address of the honeypot, and the destination IP 

address is chosen as the destination address. 

Additionally, it has a test identification field, 

which provides the IP address of the evaluation 

point's test source. 

• When the destination gets the query package, it 

adds it to the cache. This memory contains 

information on the most recent traffic received 

from multiple sources, including source IDs, the 

time the traffic was received, and the number of 

packets received from the source. 

• If the destination discovers the test subject's ID 

in its traffic cache, it creates a "query response 

packet" and changes the destination address to 

match the source address of the honeypot. The 

"Answer to Question" packet contains 

information such as the total number of packets 

received and the time of the most recent one. As 

a result, the query answer packet is delivered to 

the honeypot in the same manner as the tracking 

packet. Fig. 3 illustrates the fields of the "Search 

Answer" packet. 
 

Fig. 3. The fields of the "Search Answer" packet. 
 

• After receiving the request packet, the honeypot 

agent forwards it to the feedback module. The 

content of the information field establishes the 

identification of the test node. If the packet is 

successfully sent to the target, the "test" is 

regarded as a "good node," but if the field is 

empty, the "test" is considered a "malicious 

node." 

•  Then, the honeypot's alert module designates the 

"test subject" to be a hostile attacker. As a result, 

other network nodes refrain from transmitting 

harmful node packets. 

 

3.4. Network pattern 

The geographical location of nodes is not required 

here. A secure communication channel is used so that 

the sensor nodes can communicate with BS or CH [3]. 

As mentioned, the monitoring scheme is centralized 

because all nodes transfer the location of their 

neighboring nodes to the central node (station). 

Duplicate nodes are then canceled or blocked based on 

the reciprocal comparison of the received data [8]. 

 

3.5. Enemy model 

An enemy must first be able to capture one or more 

nodes from the network. It can then simulate so-called 

clone IDs, encryption keys, code, data, and other 

information through captured nodes. Then, as 

mentioned, it creates one or more clones of these nodes 

with the same value of ID and places these clones in 

different network positions [13]. An attacker can 

compromise both a natural node and a CH node. 

 

3.6. Node-based inspection 

We first divide the sensor networks into smaller 

sections [2]. The basic idea is that a segment is 

composed of one or more levels of network nodes in a 

hierarchical manner [7]. Each inspector node distributes 

a request to all nodes in the appropriate sections for 

their ID and encryption key. The inspector node listens 

to the patrol request for the first time and only stores the 

information. For other nodes and whenever the patrol 

receives the ID and key, it must compare the declaration 

with the previous records before saving it. In case of 

non-compliance, it will record the ID and key and 

continue working. Otherwise, it sends an alert to BS 

requesting the cancellation of the clones [7]. A 

centralized list is maintained in the BS that includes all 

the identifiers. If a new node is added, the 

corresponding CH sends its identifier to the BS to 

determine if it is legal [3]. This requires all nodes and 

control nodes to send their list of neighbors and their 

claimed location to the BS. The BS monitors the 

deployment and then reports the presence of duplicate 

nodes to all nodes [3]. 

  The proposed design algorithm is as follows. The 

control node checks the ID with the location 

information in the list for that ID. If a similarity is 

found, the control node immediately sends an alert to 

BS, blocking the network ID information, thus, asking 

other nodes not to welcome them in the future. This 

means that communication through that ID is blocked 

on the network. BS then receives these reports and 

removes the blacklist or replica nodes from the WSN. 

Sequence 
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3.7. Honeypot identification plan 

As is shown in Fig. 4, we use honeypot to identify 

replica nodes more efficiently. The attacker is easily 

trapped because the honeypot is indistinguishable from 

other nodes. A honeypot deceives an attacker every time 

in a new way without having a history of WSN nodes. 

Honeypot checks some information, such as the attacker 

ID. It considers a node a clone if the ID is unknown. 

Honeypot investigates suspicious activity on the 

network and notifies BS [14].  

 

 
Fig. 4. The proposed architecture for protecting WSN 

with honeypot. 
 

For blacklist replica nodes, we have two solutions: 

a) When CH is detected as a replica, it is removed or 

blocked; b) when a normal node is detected as a replica, 

it is deleted or blocked. For case a, when CH is 

blacklisted, BS distinguishes and selects CH from other 

nodes due to its higher energy than other nodes [2]. In 

case b, when a normal node is blacklisted or removed, 

the other node communicates with its shortest neighbor 

node according to distance. These solutions improve 

network performance. 

 

4. PERFORMANCE EVALUATION 

The NS2 simulation software is used for simulation. 

The network is a square of area (1500 × 1500) meters, 

and the nodes are placed arbitrarily. Here, two 

parameters, communication overhead and probability of 

identification, are considered to measure the 

performance of the proposed design. The proposed 

method Localized Multicast  (SDC, M-PMC), is 

compared against the well-known LSM design [2] and 

RED Protocol [9]. Node deployment varies from 50, 

150, 250, 350 nodes, and packet length is 512 bits. The 

initial energy of the node here is 100 joules. Fig. 5, 6, 7, 

and 8 compare the probability of identifying replica 

nodes between the proposed Localized Multicast – 

(SDC, M-PMC) methods, LSM, and RED protocol. 

Here the simulation is performed by considering 1, 3, 

and 7 replica nodes in the WSN.  

Fig. 5 shows the probability of detection with one 

replica node. The proposed scheme creates the 

possibility of excellent diagnosis. Each inspection node 

works in parallel and does not need a control node. 

Duplicate detection is performed by checking the node 

ID and encryption key. All replica detection reports are 

sent to BS by inspector nodes. BS interrupts these 

reports and takes action. For this reason, the proposal is 

more effective based on the probability of diagnosis. As 

shown in Figs. 6 and 7, although the number of similar 

nodes increases, the detection probability is about 28% 

each time. Also, for the LSM method, the efficiency is 

close to 12% and for the RED protocol, close to 15%. 

Fig. 8 shows the packet delivery ratio for different 

numbers of nodes. The average packet transfer is 

negligible in the proposed method for communication 

between inspector nodes and BS.  

 

 
Fig. 5. The detection probability with one replica node. 
 

 
Fig. 6. The detection probability with three replica 

nodes. 
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Fig. 7. The detection probability with seven replica 

nodes. 

 
Fig. 8. The packet delivery ratio for different numbers 

of nodes. 
 

5. CONCLUSION 

This paper proposed a honeypot system for the early 

detection of node replication attacks in industrial control 

systems. The proposed method involves centralized 

inspector nodes, each of which operates in a distributed 

manner. An ID and an encryption key identify the 

replicated node. Here, no location information is 

required to determine the replica. We also introduced a 

honeypot scheme that increases the likelihood of 

detecting attacker nodes and clones. First, the base 

station learns the pattern of the honeypot attack. It then 

warns all network nodes about the enemy. Finally, we 

proposed two solutions for similar nodes in the blacklist 

in which CH and a natural node can be intentionally 

compromised. This increases network performance. The 

simulation result showed that the proposed scheme 

produces the maximum detection probability and, at the 

same time, has a low connection overhead. 
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