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1.  INTRODUCTION 

In recent years, With the advent of the Internet of Things (IoT), phones are not the only mobile terminals transmitting 

data, but numerous varieties of sensors are connected too. Therefore, information is not exchanged only between 

humans, but also is extended to communication between objects and can fulfill needs such as identification, location, 

tracking, management, and intelligent monitoring. Therefore, IoT significantly increases the number of terminals and 

network traffic load. IoT systems have presented new needs for cloud computing-based solutions. Especially in some 

real-time applications, such as smart cars, real-time processing of sensed data and executing the reactions is 

indispensable.  Although the delay of communications within the local network is low, accessing the content available 

in data centers through the Internet has posed an important challenge to these systems [2]. 

Edge computing has brought data storage, computing, and control closer, in the edge devices rather than in a central 

cloud server. Therefore, each edge device plays its role in determining what information should be stored or processed 

locally and what should be retrieved from the cloud server. Edge computing has perfected the IoT in high scalability, 

low latency, location awareness, and real-time use of local devices' computing capabilities. As presented in [33], most 

network traffic for IoT systems consists of frequent requests for duplicate content. The continuous transfer of these 

popular contents will cause a significant increase in network traffic redundancy [65]. Therefore, by storing them in the 

cache of edge devices, the contents would be provided to end users without repeated transmission from the central 

servers [3]. Fig.1 shows how Edge caching would be implemented in a hybrid network. However, edge caching needs 
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some considerations. One of the issues is managing the resource utilization. The memory and processing resources of 

edge devices are limited. So, each node can only store a small amount of media content. Another important issue is 

network reliability which determines whether a network remains functional when its elements fail at random [5].  

 

 
Fig. 1. Edge caching in a hybrid network [4]. 

 

Wide and fast communication of edge devices in the 5G network, especially interconnected BSs using the wired 

mesh network, has made caching possible cooperatively and intelligently. By cooperating between edge devices, it is 

possible to respond to content requests with local communications between BSs and users, significantly reducing content 

access delay, also it optimizes resource utilization and reliability.  

In all approaches for increasing the performance of edge caching, content replacement strategy has been the focus 

of the recent edge cache research. If the popular contents cached in the edge devices are chosen accurately for feature 

requests, it will improve the hit rate of the edge cache. Due to the limitation of the cache space, a solution must be 

provided to select the contents for eviction when the cache is full. So that there would be enough space to insert new 

popular content. The replacement strategy is usually based on content popularity or the cost of storing and transferring 

them. In this paper, we survey recent state-of-the-art literature on cooperate edge caching and taxonomy based on the 

methods utilized for content replacement strategy as optimization methods and intelligent methods. 

For the rest of this paper, we first describe the research that used optimization methods for solving the problem of 

content replacement and categorize them by the metrics they used for optimization formulas. Then the recently proposed 

intelligent methods as content replacement strategies are explained. The research that utilizes the most trends machine 

learning approach is classified in this section. Finally, we present the future outlook for this area and conclude the article. 

 

2.  OPTIMIZATION METHODS 

In the optimization methods, to determine the appropriate content replacement strategy in the edge cache, the factors 

and problems to be optimized must be carefully selected. Also, the method of problem formulation has a great impact 

on the practical application and computational complexity of the proposed method because neglecting an important 

limitation can lead to solutions that are not applicable in practice [35]. The performance of edge cache is usually 

evaluated from two aspects: QoE and network performance. In most cases, hit rate and content access delay metrics are 

used for the QoE evaluations, also local network traffic load and request load on the central server, are considered to 

evaluate network efficiency. In the collaborative method, the classification factors Influence the proposed strategy 

considerably. In the rest of this section, content access delay, cache hit rate, resource utilization, cost, and classification 

factors are described as metrics mostly used in optimization methods. 
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2.1.  Content access delay  
One of the most important metrics to evaluate the efficiency of edge caching is the Content access delay [35]. 

Although this parameter depends on the processing time, but the network delay exerts a substantial impact on it. In the 

article [12], Saputra et al try to reduce the delay by formulating the contents that are stored in the cache and deciding 

how the devices access the content, then this problem has been converted into MINLP and it is solved with the divide 

and conquer algorithm. In [15], the problem is formulated as MILP, and in [20], an algorithm using belief propagation 

is presented to solve the proposed problem. In [37], the problem has been formulated as a multi-agent multi-armed 

bandit and has used replacement to solve this problem. In the article [38], the optimization problem of content storage 

in edge cache is formulated. So, the delay of content requests of all users in MEC networks could be minimized. 

 
2.2.  Edge cache hit rate 

The cache hit rate is the probability that the content requested by the users exists in the cache of the edge devices 

[39]. In other words, the percentage of requests that will be fulfilled by the cache. Improving this parameter often has a 

positive effect on other parameters as well. Hence, optimization of cache hit rate has been considered as the main issue 

in many researches. In [14], the problem is formulated as MDP, and the solution is proposed by the placement strategy. 

In [17], Lagrangian multiplication and zero and one knapsack methods have been used to solve the problem, and in [7], 

the optimization of the hit rate of the edge cache in the Vehicular content network has been investigated, and in [40], 

the hit rate is optimized in three layers (routers, base stations, and users) also as interlayer and extra layer. 

 
2.3.  Cost 

By reducing energy consumption, increasing power, and improving QoE, the costs of service providers are reduced 

and they can earn more with the same workload [39]. Answering popular requests locally also allows higher layers to 

handle more requests, improving overall performance. So, [44] solved the problem using graph coloring. In [41], one of 

the important optimization factors is energy, which is formulated as ILP. In [45], the optimization of the transmission 

cost is achieved using the PSO algorithm. 

 
2.4.  Device classification factors 

As it was mentioned before, the classification BSs has a great impact on the efficiency of the collaborative edge 

cache, therefore [1], optimize the caching performance by finding the optimal distance between the base stations of a 

group and reducing the cooperation costs between them, and [11] has optimized the size of groups of cooperating BSs 

in their proposed merging optimization method. 

It should be noted that due to the high complexity of edge deployment and the fully dynamic conditions of wireless 

networks, it is difficult to find a design-based solution [22]. However,  even though some of the proposed methods that 

used optimization to improve QoE, have achieved good results, these methods in most cases have overlooked the long-

term impact of current decisions. Therefore, a considerable number of the presented algorithms operate optimally or 

close to optimally in the system only for a specific period of time. Therefore, these methods cannot fully and effectively 

improve the efficiency of the edge cache [9]. A secondary section heading is enumerated by a capital letter followed by 

a period and is flush left above the section. The first letter of each important word is capitalized and the heading is 

italicized. 

 

3.  INTELLIGENT METHODS 

Designing a suitable strategy for replacing contents in the collaborative edge cache requires considering the features 

and complexities of edge networks and the continuous mobility of wireless devices. If the proposed method relies on 

specific information as input, it may be difficult to obtain this information due to the great diversity in border channels 

and devices as well as security policies. 

 Another issue that should be considered when designing an algorithm for content replacement is the dynamics of 

content popularity. In each set of cooperating edge devices, the popularity of each content changes continuously, and 

content may be popular only in a short period of time [1]. Therefore, the placement strategy is optimal when it is based 

on the correct distribution of content popularity, by which it can recognize the content that will be requested in the near 

future. But predicting content popularity is difficult for several reasons: 

The contents are requested by different users, so the popularity of the contents changes with the mobility of the local 

network users covered by each base station. Another problem is that users' interests vary in different situations (location, 

network topology, personality traits, etc.). 

Recently, edge devices have higher computing and storage capabilities [9]. Therefore, it is possible to implement 

some methods such as massive data analysis and deep learning on these devices, and it is also possible to apply artificial 

intelligence techniques in mobile edge networks to understand user behaviors and network characteristics. With an 
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understanding of the user and the network, patterns can be designed that are context-aware and intelligent, allowing 

edge devices to make the right decision at the right time to choose what content to store in their limited cache resources 

[9]. 

Many recent researches have used strategies based on various artificial intelligence and machine learning methods 

for edge cache management. [4], [17], [24], [26]– [28], [46] In the next sections, methods using reinforcement learning, 

deep reinforcement learning, and federated learning for predicting user requests are expressed. 

 

3.1.  Reinforcement learning  
Reinforcement learning is concerned with how an agent in an environment should act to maximize overall reward. 

This method is not a subset of any of the supervised and unsupervised methods [40]. The environment is usually modeled 

using Markov Decision Process (MDP), but instead of a precise mathematical model of MDP, the target of MDP is 

usually very large, and precise mathematical methods cannot be used for its design. وهمکاران یفلان  [47], using a history 

of content requests and multi-agent reinforcement learning, presented a method for replacing content in a collaborative 

edge cache. 

 

3.1.  Deep reinforcement learning 
The use of reinforcement learning has allowed agents to solve the decision problem by learning from interacting 

with the environment. To achieve this goal, the environment must be determined in a suitable way and with an acceptable 

complexity, which makes the use of this method limited only to cases where the characteristics of the environment can 

be extracted. With the advent of deep neural networks, agents can learn some compact representations using high-

dimensional and raw data. Deep learning is a type of artificial neural network that mimics the way the human brain 

works in data processing and pattern creation. Some recent research has used deep neural networks to model requested 

content. [6], [20], [28], [48] By combining deep learning and reinforcement learning, a powerful model can be created 

that has the ability to solve the great parts of previously intractable problems. Therefore, agents can have optimal control 

over the environment using the knowledge they obtain directly from the raw data. Researchers in [6], [13], [18], [19], 

[34], [28]–[31], [49], [50] utilize distributed and multi-agent deep reinforcement learning and have been able to 

significantly improve the hit rate by improved predicting the content in the collaborative edge cache. 

 

3.2.  Federated deep reinforcement learning 
Another technique that has been proposed with the aim of improving security and reducing data transfer overhead 

in edge cache is federated learning. Federated learning is a method that uses agents that have local data samples to 

perform learning in a decentralized manner without transferring data to a central server or other agents. DRL techniques 

require a high computational capacity of resources to find optimal solutions. In particular, if there are a large number of 

resource optimization factors, parameters, and criteria for resource optimization in large-scale MEC systems (operator 

networks in cities), advanced distributed deep learning (DL) methods should be used for an operable method in the real 

world.  

As shown in Fig.2, although maintaining and training each edge device as a DRL agent could increase the 

performance, the use of distributed DRL is only practical in MEC systems because of insufficient time and data for 

large-scale training. Also, most distributed DRL architectures cannot handle unbalanced and Non-IID data, and they 

can’t support privacy issues too [32]. 

Therefore, the researchers in [8], [9], [22], [51] have used federated learning to train DRL agents. Because federated 

learning can overcome the following challenges as described in the following [32]. 

• Non-uniform distribution of data (Non-IID): The training data in the edge devices is based on the environment 

it has experienced. Each edge device has its own processing capability and energy consumption. Therefore, the local 

data of each of them cannot be a suitable representative for the training data of all end users and edge devices. In 

federated learning, this challenge can be overcome by integrating updated models with FedAvg. [32] 

• Limited communications: Users often go offline unpredictably or have poor communication resources. 

Federated learning requires only a fraction of users to upload their updates during a training session, so it can handle 

situations where clients often go offline unpredictably [9]. 

• Imbalance: Some edge devices may have more computational tasks and some may experience more states of 

mobile networks, resulting in different amounts of training data among them. This challenge can be dealt with by the 

FedAvg algorithm [9]. 

• Privacy and Security: The amount of information that needs to be loaded for federated learning is the minimum 

volume of updates that can be used to improve the behavior of the DRL agent. In addition, different privacy-preserving 

and secure aggregation techniques can be applied, which prevent the inclusion of privacy-sensitive information in local 

updates [32]. 
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Fig. 2. Comparison of centralized, distributed, and federated methods in using DRL for border cache management 

[9]. 

 

 
Fig. 3. Modeling of centralized, distributed and federated DRL methods presented in [9]. 

 

[8]-[9], [22] have proposed a method by combines federated learning and deep reinforcement learning. In these 

methods, each base station implements deep reinforcement learning using its local data and sends only the updated 

model to the central server. By aggregating the models received from a set of agents, the central server creates an updated 

model and returns it to all active agents to continue learning and predict popular content that they should store in the 
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collaborative edge cache. Figure 3-3 compares the method presented in [9] with centralized and distributed DRL 

methods. Fig.3 compares the method presented in [9] with centralized and distributed DRL methods. 

 

4.  CONCLUSIONS 

Recent research reviewed in this paper has shown two main challenges for improving cooperate edge cache 

performance. Correctly predicting future user requests with the lowest processing cost is the first and most important 

challenge. To overcome this challenge, despite the existing capacities of the current edge networks, the best solution is 

to use intelligent methods to determine the most suitable content replacement strategy in the edge cache. The second 

important challenge is the effective cooperation of edge devices in storing and responding to user requests. The 

numerous edge devices could utilize their storage for more variation of contents so respond locally to a relatively large 

number of user requests. However, their capability to cooperate in caching popular contents would increase the edge 

cache hit rate and pose a significant challenge to finding an optimal method for Determining cooperating groups and 

their cooperation methods so that, in addition to improving the hit rate of the cache, it does not impose too much traffic 

overhead on the local network, which slows down the user's access to content and causes longer delays. The problem of 

providing privacy and network security is also a challenge that should always be considered in multiple-device 

cooperation in a public network.  
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