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1.  INTORADUCTION 

      As the heart of a substation, the power transformer acts as an important link for voltage conversion 

and energy delivery. Survey results show that most of the power transformers around the world were 

installed in the 1980s and many of them are reaching the end of their life. The failure rate of these 

transformers has been continuously increasing in recent years, especially in power companies with poor 

maintenance and asset management methods, causing the loss of this valuable equipment [1] . Any 

change and failure in the transformer causes unwanted heat in this equipment. Hot spots in electrical 

equipment, especially power transformers, often occur as a result of looseness, oxidation and corrosion 

of connections, asymmetry of phases, and insulation failure of coils. All these things can be done by 

using thermal or infrared IR imaging equipment to measure the temperature of equipment such as energy 

distribution overhead lines, cables, transformers and fuses, cables, electrical panel equipment and all 

electrical distribution network equipment, including substations. Determined ground [2] .Diagnosing 

transformer failure is done online with the help of infrared image. These images are sensitive to the heat 

caused by various errors in the transformer. The performance of these cameras is limited by the level of 

ABSTRACT: 
Power transformers are very important in electrical energy distribution systems. In establishing a power 
plant and even in distribution networks, the cost of power transformers is significant. Any damage or 
failure in transformers can cause irreparable and heavy losses. Therefore, this equipment is always 
important in periodic visits. In periodic visits, various parameters of this equipment are checked. One of 
the ways used in periodic visits is to use infrared images to evaluate the health of this equipment. 
However, the analysis of these images by human experts is always error-prone and expensive. In this 
article, a new method is proposed in machine vision to diagnose transformer faults. In the proposed 
method, infrared images are pre-processed and then features based on multi-resolution transformations 
such as morphological component analysis, wavelet transform and bandlet transform are extracted and 
dimension reduced with the help of independent component analysis. The given one-dimensional 
features are classified using random forest classification, support vector machine and k-nearest 
neighbor. The classification accuracy obtained in the random forest bin class as the best classifier in fault 
detection is equal to 98.81%, as well as 91.51% sensitivity and 84.54% negative news rate, as well as 
91.86% negative news rate compared to other the numbers showed their superiority. In the F criterion, 
this value has reached 0.99, which shows the efficiency of the proposed method. 
 
KEYWORDS: Transformer, Failure, Analysis of Morphological Components, Image Processing. 
 

https://doi.org/xxx
mailto:amir_zamnvaziri@yahoo.com


Majlesi Journal of Telecommunication Devices                      Vol. 13, No. 4, December 2024 
 

208 

 

image processing used. In other words, in infrared imaging in thermal cameras, the proposed method is 

important in detecting failures in image processing[3-6]. With the development and spread of substation 

inspection robots and smart substations in distribution networks, a large number of infrared fault images 

need to be analyzed. The infrared image transformer fault detection method can automatically identify 

and analyze the collected infrared images, which can reduce the maintenance costs of transformers and 

the dependence on technicians. and reduce manpower. Therefore, it is important to develop an infrared 

image recognition method to help deal with large amounts of infrared image data. In the early stage, the 

detection based on infrared or infrared thermal was very limited by thermography and the level of 

computer calculations. Researchers focused on removing image noise with filter algorithms including 

Gaussian filter, adaptive median filter, median filter, etc. Also, the image segmentation technique, 

including object segmentation or fault region segmentation, is performed simultaneously, represented by 

threshold segmentation by the OTSU method[7-9].Gray histogram methods ]10[, K-means [10,11], 

similarity of adjacent regions, growth algorithm based on area and morphological opening and closing 

operations ]12[, edge detection ]13[ and PCNN (pulse coupled neural network) pulse) ]14[ is presented. 

In  ]15[, a new non-contact and non-intrusive method for monitoring electrical transformers and 

detecting their defects based on infrared thermography imaging techniques (IRT) imaging techniques is 

adopted. In ]16[, a method based on deep learning is proposed in transformer failure detection. In this 

paper, in addition to accuracy-based analysis, an in-depth evaluation is presented to show the most 

suitable architecture in thermal image classification. ]17[proposes a fault detection model that includes 

adaptive synthetic oversampling (ADASYN), reconstructed data method, and an improved Mask Region 

convolutional neural network  (CDCN). In ]18[, by building an object recognition system with a 

Convolutional Neural Network (CNN) frame, the Bush frame can be accurately extracted. To detect the 

fault area of bushings and the background, a pulse connected neural network based on simple linear 

iterative clustering is proposed to improve the fault area segmentation performance. In ]19[ a new 

interpretation of transformer failure analysis is proposed including new image features based on image 

processing technique. In ]20[,  it has been proposed to detect faults in the power network using Gabor 

filters. In this method, the investigated image passes through a filter bank, then the output of the filter is 

thresholded. By combining the output of different filters, a suitable pattern of the defect can be obtained. 

In [21] , in order to solve the key problem of automatic fault detection technology of power equipment, 

projected transformation has been introduced to extract the features of the thermal image in the system, 

using the characteristics of the equipment in this design. In [22] . they have proposed GLCM based 

equipment fault detection. In [23] , a new transformer failure interpretation approach has been proposed 

to detect winding short circuit fault in transformer, radial deformation and bushing faults using polar 

diagram and have introduced digital image processing in which various unique image features of a polar 

plot are extracted using geometric dimensions, invariant moments. In  [24] , an online technique is 

introduced to detect internal faults in a power transformer by constructing a voltage-current (V-I) 

location diagram to provide the current status of the transformer's health status. However, the above 

methods are only applicable for images with a relatively simple background. For those infrared images 

with complex background, the main image segmentation methods have strong limitations. In order to 

overcome these complications, multi-resolution transformation methods are proposed[25]. Wavelet 

transform is one of the important mathematical multi-resolution transforms, which obtains a time-scale 

representation of the digital signal using digital filtering techniques ]26[. In this transformation, it will 

be calculated by changing the scale of the analysis window, changing the location of the window in 

time, multiplying it by the signal and integrating it in all times. In the discrete case, filters of different 

cutoff frequencies are used to decompose the signal at different scales[27-29]. The signal is passed 

through a series of high-pass filters to analyze high frequencies and through a series of low-pass filters 

to analyze low frequencies. The degree of signal resolution, which is a measure of the amount of detail 

in the signal, is varied by filtering operations and scaled by upsampling and Subsampling 

(downsampling) [30] .Bandelet are one of the multi-resolution transforms that have been developed to 

overcome the challenges and shortcomings of the wavelet transform. Bandelet calculates a geometric 

flow of an image to better extract smooth edge information. Bandelet decomposition is applied to the 

orthogonal wavelet coefficients or wavelet filter bank of an image and is calculated by geometric 

orthogonal transformation through orthogonal filters. As a result of this process, a different 

transformation is obtained from each geometric direction and they can be processed to find the optimal 

set of filters with the best basic algorithm. The characteristics of wavelets can be manipulated by 

selecting low-pass and high-pass square mirror filters [31].Morphological component analysis (MCA) 
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can decompose an image into two components[32]. The advantages of MCA include completeness and 

effectiveness. (1) Completeness: In multiscale transformation, transformation bases are built to reveal 

salient features of an image. (2) Effectiveness: The sparse representation uses a complete dictionary with 

more columns than rows and models the image of the 1-D representation as a linear combination of 

columns (atoms) [33].The stability and reliability of a power system depends in many ways on the 

condition and health of power transformers[29]. As one of the most expensive and important elements, 

the power transformer is a very necessary element whose failure and damage may cause the power 

system to be interrupted. Therefore, it seems that transformers should be constantly inspected and 

reviewed in order to apply preventive repairs. In addition to the cost and the need for experienced 

manpower, visual inspection for power transformers is not very accurate and is always associated with 

errors. For this purpose, using methods based on image processing can be helpful[34]. Thermal or 

infrared IR cameras that work with infrared technology are an efficient way to provide preventive 

maintenance in power transformers and failure detection along with efficient image processing methods. 

It seems that it is necessary to propose a new and efficient method in diagnosing the failure of power 

transformers[35]. Therefore, in this research, a method based on the morphological component analysis 

will be presented in order to detect faults in power transformers. In the proposed method, taking 

advantage of the morphological diversity of images and the advantages of MCA, the component (carton, 

texture, and edge) is considered as a feature and will be entered into a classification for failure detection. 

The innovations of this research can be stated as follows: 

• Improving the accuracy of transformer failure detection based on the analysis of morphological 

components 

      In the following, this article is divided as follows. In the second part, the principles of image 

processing in detecting defects in infrared images are presented. In the third part, the suggestion method 

will be presented. In the fourth part, the evaluation of the proposed method will be done. Finally, the 

conclusion of the article will be presented in the fifth section. 

 

2.  MATERIAL AND METHOD 

      The passage of electric current through various circuits and components in a device, devices and 

electrical equipment is always associated with heat production, it seems that by measuring the 

temperature and preparing thermal photographs of electrical components and equipment, it is a reliable 

guide in determining the weak points that may be in The future will lead to major connections. Hot spots 

in electrical equipment are often caused by not being strong, oxidation or corrosion of connections, as 

well as asymmetry of phases or insulation failure of coils. By using IR infrared image recording 

equipment in measuring the temperature of equipment such as power transmission lines, high voltage 

substations, transformers, switches, fuses, cables and all control equipment and electrical panels, it 

reveals them before they lead to destructive events. It was solved in the electrical system [36].Unique 

information is extracted from infrared images related to electric energy distribution network equipment 

and used to show the performance status of this equipment in electric energy distribution smart 

networks. In addition to morphological features that can be observed, features such as wavelet features 

and statistical features are also effective in diagnosis. The method of analyzing infrared images in 

electrical energy distribution network equipment based on machine vision and image processing, data 

pre-processing, dimension extraction and reduction, classification and application are discussed[37]. 

 

2.1.  Wavelet Transform 
      Wavelet transformation is one of the mathematical transformations in multi-precision domains. This 

conversion is a desirable strategy for establishing an optimal balance between time accuracy and 

frequency accuracy [38]. At higher frequencies, the wavelet transform gains time-domain information at 

the cost of losing frequency-related information. While at lower frequencies, it gains frequency 

information at the expense of temporal information loss. As the Fourier transform is defined based on an 

integral, the wavelet transform can also be defined based on an integral as follows: 

𝑊
𝑋(𝑆و 𝑈 )

= ∫ 𝑋(𝑡)𝛹
𝑠 و 𝑢

+∞

−∞

(𝑡)𝑑𝑡 
(1) 

      In the above integral, the input signal x(t) is related to the wavelet by means of the transfer parameter 

u and the coherence parameter s. This transform transforms a signal into coefficients that represent time-

frequency information [39]. These coefficients have more time accuracy at high frequencies and more 
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frequency accuracy at low frequencies. The homogeneity parameter enables the wavelet to exchange 

information in frequency events [40] . 

      The DWT method overcomes the drawbacks and weaknesses of the fast Fourier transform 

(FFT)[41]. Signal analysis based on FFT works well when its frequency spectrum is not dependent on 

time, in other words, it is statistically stationary, but many signals are non-stationary in nature. Time-

frequency representation of time series signals is an attractive way to capture frequency information at 

low frequencies and time information at high frequencies. The DWT method is one of the techniques 

based on multi-resolution analysis [28]. For the signal X(t), the wavelet transform is defined as follows: 

 

(2)       𝑊𝑇𝑋 (𝑗و 𝑘) =
1

√𝑎0
𝑗

 ∫ 𝑥(𝑡) 𝛹∗ (
𝑡−𝑘𝑎0

𝑗
𝑏0

𝑎0
𝑗 )  𝑑𝑡 

 

      In equation (2), x(t) and Ψ are the initial signal and the wavelet transform function, respectively, and 

also the transmission parameter and𝑎0
𝑗
 𝑖𝑠 the scale parameter. where j represents the wavelength. 

Usually 𝑎0 = 2, so scales are sampled during a binary sequence. The sample time domain is specified 

using Kb_0. At each level of analysis, approximation coefficients CA and detail coefficients CD are 

created by passing the X(n) signal through the high-pass H and low-pass L filters [29]. Approximation 

coefficients and detail coefficients are obtained by the following equations [37]: 

 

𝐶𝐴𝑗 = ∑ 𝑋𝑗−1
∞
𝑛=−∞ (𝑛)𝑙(𝑛 − 2𝑘)                                                                                                            (3) 

𝐶𝐷𝑗(𝑘) = ∑ 𝑋(𝑛)𝑙(𝑛 − 2𝑘)∞
𝑛=−∞                                                                                                             (4) 

      

      Wavelet transform may not be the best choice for edge detection in natural images. This observation 

is based on the fact that wavelets are blind to the smoothness of edges commonly found in images. 

Therefore, there should be a new multi-resolution approach that is more flexible and efficient in 

capturing edge smoothness of images, should be used in edge detection and image segmentation 

applications. 

The bandlet approach is a multi-resolution approach in the field of curve transformation. Their reasoning 

is as follows: 

• This approach successfully removes noise, because the noise is not part of the structural 

information of the image, and the curve transform does not generate coefficients for the noise. 

• But the transformation of the curve is defined in polar coordinates, which makes it difficult to 

translate it into Cartesian coordinates. 

      For segmentation in an image and especially for finding image edges for infrared images in 

transformers, they have limitations in determining wavelet base defects, because they are not well 

adapted to detect highly anisotropic elements such as alignments in an image. Bandlet transform 

performs better than wavelet transform in displaying salient image features such as edges, lines, curves 

and contours due to its anisotropy and directionality properties. Therefore, it is suitable for multi-scale 

edge-based color image enhancement. 

Bandlet (Contourlet) conversion consists of two steps: 

Subband decomposition and directional transformation . 

      A Laplacian pyramid (LP) is first used to capture point discontinuities in the subband decomposition 

step, then directional filter banks are used to link point discontinuities to linear structures. The overall 

result is an expansion of the image using basic elements such as contour segments and curves in the 

image and is named bandlet transform. Figure 1 shows the bandlet conversion flow diagram. The image 

is first decomposed into subbands by LP transformation, and then, each detail image is analyzed by 

directional filter banks (DFB). 
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Fig. 1. Bandlet conversion performance. 

 

      In this section, the image separation method based on MCA Morphological component 

decomposition is described. The first related issue is the dimensions of the original data set, especially in 

far-infrared images with low and even appropriate spectral resolution such as hyperspectral data, and in 

order to reduce the dimensions of the data, this issue is very important. Dimensionality reduction of 

remote image classification can be done using all the original image information. 

MCA-based image segmentation is a method that allows us to separate features in an image when these 

features present different morphological aspects. For an image 𝑦 ∈  𝑅𝑁،  where N is the number of 

pixels in y, and a given texture feature, the task is to find the most sparse solution to the problem as 

follows: 

 

(5) 𝑥 = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝑥‖1 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑦 = 𝐴𝑥 
 

       where 𝑥 ∈  𝑅𝐾  denotes the sparse MC coefficients, 𝐴 ∈  𝑅𝑁×𝐾  denotes the associated dictionary, 

and K denotes the number of atoms in the dictionary (usually K>N). which is a portable convex 

constrained optimization problem and can reduce the computational complexity by linear programming. 

In image texture separation, we often use MCA to decompose an image into texture and content 

components. In the work presented in [29] , MCA-based decomposition is used to classify hyperspectral 

images, where the obtained results were very promising. For a given image y with N pixels, the goal of 

MCA is to split it into two components: a smoothness component ys and a texture component yt, 

respectively. These components represent the original image under a linear combination as follows. 

where n is the remainder in the image approximation. 

(6) 𝑦 = 𝑦𝑠 + 𝑦𝑡 + 𝑛 

 

3.  PROPOSED METHOD 

      The main goal of this research is to detect transformer failures in infrared images using MCA 

principal components analysis. After improving the image quality with the help of pre-processing 

methods, MCA principal component analysis will be applied to the image. To classify and identify the 

failure, the relevant features of the cartoon texture and edge will be used for classification. The general 

block diagram of the proposed method is shown in Fig. 2. 
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Fig. 2. Block diagram of the proposed method. 

 

The first step: improving the quality of the infrared image 

Infrared images consist of a gray color spectrum that lies between white and black. Sometimes, due to 

the low contrast in the image, it is very difficult to distinguish the difference between adjacent pixels 

that have very close colors. Since the defect in an equipment discussed in this research may be similar to 

the rest of the parts, it is necessary to improve the quality of the image in such a way that it becomes 

easier to detect this defect in the transformer [42] .Bidirectional filtering is used as an edge preservation 

tool in image enhancement applications [4]. Along with a low-pass spatial kernel (which helps with 

smoothing), it uses a kernel to prevent smoothing near the edges. As a result, the filter is able to smooth 

homogeneous areas and preserve sharp edges at the same time. It was shown that spatial and domain 

kernels are typically Gaussian, which can be improved by adjusting the width and center of the Gaussian 

domain kernel at each pixel, and the enhancement capacity of the two-way filter. 

 

  
Fig. 3. (a) The original image and (b) the improved rendering based on filtering in the proposed method . 

 

The second step: applying MCA principal components analysis 

Morphological component analysis (MCA) is a new method that allows us to separate features in an 

image when these features present different morphological aspects. We show that MCA can be very 

useful for decomposing images into textures, edges and piecewise smooth (cartoon)or for feature 

extraction applications. To classify the defects in the infrared images using the neural network method 

or any other classifier in machine learning, first the features based on the morphological component 

analysis (MCA) are extracted from the infrared image and by them the neural network or another 

classifier. It is taught in machine learning. 

In the framework of thin representation, a dictionary 𝑈 =  [∅1, . . . , ∅𝑇] is viewed as an N×T matrix. 

When T > N or even T >>N, the dictionary is too complete and is built by merging several dictionaries. 

An image x∈RN (an image with N pixels can be expressed as a lexically ordered 1-D vector) as a linear 
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combination of elementary atoms M(M < T) of the dictionary, according to the model equation has been 

made 

(7) 𝑚𝑖𝑛𝛼∈𝑅𝑚‖𝛼‖0   𝑠. 𝑡.  𝑥 = ∅𝛼. 
(8) 𝑥 = ∅𝛼 = ∑ 𝛼[𝑖]∅𝑖

𝑖𝜖𝐼𝑚

 

where a[i] is the representation coefficients of x. IM is a subset of [43]  and Card(IM) = M. ui represents 

U atoms. Obviously, from Eq. (7), x has a large number of candidate representations. It is the thinnest 

purpose of representation. Therefore, the sparse representation problem requires the following 

minimization solution. 

 

(9) 𝑚𝑖𝑛𝛼∈𝑅𝑚‖𝛼‖1   𝑠. 𝑡.  𝑥 = ∅𝛼. 
 

The complexity of the problem is formulated in equation (9). grows exponentially with the number of 

dictionary columns because the problem is non-convex. To reduce the complexity, the non-convex l0 

scattering criterion is replaced by the l1-norm [38]. Therefore, equation (9) becomes a portable convex 

optimization problem that can be solved by the base tracking (BP) basis pursuit [39]. 

In order to extract cartoon and texture features in MCA, the infrared images are systematically 

decomposed into texture and cartoon parts. The coefficients created in the texture and cartoon layers are 

tight enough to be used for the feature. If C   and T   represent the thin representation of texture and 

cartoon images respectively, the feature vector resulting from each visualization is  c T  . BCR 

simplification based on block coordinates is used to calculate C   and T   pseudo-digram blocks. 

 

Bandlet features 

The bandlet transform, which is a combination of the previous two transforms, allows us to analyze the 

image with different block sizes. The work process is that first, the image is decomposed into a set of 

wavelet bands and the analysis of each band will be by Reglet transformation. The size of the blocks can 

be changed in each level. In fact, it is a two-dimensional transformation that cannot be separated into 

one-dimensional transformations parallel to the coordinate axes. A bandlet transform is presented to 

optimally represent two-dimensional discontinuities. In this research, 2 levels of Corlott transformation 

are used. Figure (4) shows the filter banks resulting from bandlet transformation. 

 

 
Fig. 4. Bandlet filterbanks 

Fourth step: error detection 

     In order to reduce the dimension and remove duplicate information, principal component analysis has 

been used in this research. The classification model is responsible for separating and categorizing based 

on a series of input data, and as a result, it finally achieves the goal of detecting failure in the desired 

equipment. Common machine learning algorithms including K nearest neighbor (KNN), decision tree 

and random forest, support vector machine (SVM), Artificial neural network (ANN) have been used in 

this research [44] . 
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4.  RESULTS 

      In this research, the proposed method will be evaluated with multiple evaluation criteria. The system for 

simulating the proposed method has hardware with 7 cores (Core™ (i7 CPU)) and a working frequency of 2.60GHz. 

The RAM available in this system is 16 GB. The Windows operating system installed on this device is version 11. The 

simulations were carried out in the used MATLAB 2020b software. The criteria of accuracy, sensitivity, positive 

predictive value and negative predictive value were used. Relationships are defined as follows. Necessary explanations 

regarding the values used in relations (10) to (12) have been stated[45]. 

 

(10) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  

(11) 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  

(12) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

      In above equation True Negative :TN, False Negative :FN, True Positive :TP, False Positive :FP. 

The desired criteria in the evaluation of the proposed method have been checked separately on the 

collected database. In order to determine the best parameters in the classification and faults and 

breakdowns in transformers, several tests were conducted on the SVM and K nearest neighbor KNN 

support vector machine classifications, as well as the random forest. Based on the tests, the best 

parameters have been announced as follows: 

• In SVM window Radial based function RBF 

• In the KNN classification, Euclidean metric criteria and neighborhood radius 3 

• 1000 trees in the forest 

In the whole classification process, 70% of the data is used for training and 30% for testing. 

 
4.1.  Research database 
     Saman Niro Sepahan Company is one of the active companies in the field of troubleshooting and 

fault detection in power networks, which uses Thermovision thermal cameras to identify faults. The 

image database used in this research is images collected by Saman Niro Sepahan Technical and 

Engineering Company. The used camera model is Trotec AC080V made in Germany. The number of 

images in this research is 300 images of different equipments including transformers, insulators, 

arresters and other equipments.  

 

4.2.  Quality evaluation 
     An example of qualitative fault diagnosis is shown in this article. Figure 5 shows the main image of 

the evaluated database. The results of Figure 6 show that the proposed method has achieved acceptable 

results. The quality of this method can be discussed from two perspectives. First, the algorithms based 

on morphological component analysis are among the most powerful zoning methods and have many 

defects in improving zoning. Second, the use of pre-processing methods has been able to reduce the 

system error to a great extent. 

 

4.3.  Quantitative assessment 
      Table 2 shows the fault results in transformer equipment without dimension reduction and with 

features based on wavelet transformation. As can be seen from Table 2, the detection results are not very 

promising and it seems that to improve the results, a suitable dimension reduction method and a suitable 

feature descriptor are needed in order to avoid overfitting and improve the results. The results of Table 1 

show the superiority of the KNN classification method in the defect in the transformer equipment in the 

state without dimension reduction. 
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Fig. 5. The main image of existence in the database. 

 

 
Fig. 6.  Zoning and error detection in the proposed method. 

 

The results of PCA classification 

  Support vector machine, random forest and K-nearest neighbor classifiers were used to classify 

the infrared image data in the database. For classification, first pre-processing was done on the desired 

database images. After feature extraction with the help of the proposed method, the next step of 

reduction was done with the help of PCA, then the classification was done with the help of the 

introduced classes. Table 2 shows the results of this classification. As can be seen from the results of 

Table 3, the results obtained are in a similar range. However, the KNN classifier has been able to 

perform as the best classifier with the best calculated accuracy value as well as lower sensitivity, 

higher accuracy, and although lower recall rate. The random forest classifier as well as the SVM 

classifier have similar results, and in any case, the accuracy of the results has not reached 90%. 

 

The results of the classification of the proposed method 

  The given dimensionality reduction features are classified using the proposed method based on 

main morphological components as well as multi-resolution analysis with KNN classifier and SVM 

support vector machine as well as random forest classifier. The results of the proposed method in 

Table 4 show the results of this classification. 

 

Table 1. Simulation results without dimension reduction 
Random 

forest  )%(  

Support vector machine 

)%( 

K nearest neighbor  )%(  Evaluation 

criteria 

71.76 68.13 75.26 Precision 

72.72 66.75 71.38 Sensitivity 

70.27 63.75 72.33 Accuracy 

69.43 71.89 67.21 Recall 

74.00 80.01 87.01 Criterion F 
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Table 2. The results of the simulation with dimension reduction with the help of PCA. 
Random forest 

)%( 

Support vector 

machine  )%(  

K nearest neighbor  )%(  Evaluation 

criteria 

75.64 79.13 86.26 Precision 

66.72 80.57 81.38 Sensitivity 

76.26 83.75 89.33 Accuracy 

75.43 85.89 77.21 Recall 

74.02 80.80 87.25 Criterion F 
 

Table 3. Simulation results along with dimension reduction in the proposed method. 

Random forest 

)%( 

Support vector 

machine  )%(  

K nearest neighbor  )%(  Evaluation 

criteria 

98.18 94.10 95.81 Precision 

86.25 85.37 91.51 Sensitivity 

63.38 81.14 84.54 Accuracy 

97.87 90.87 91.25 Recall 

99.25 91.23 94.28 Criterion F 

 

      As it is clear from the results of Table 4, the RF classifier with K nearest neighbor has been able to 

get better results. It should be noted that the accuracy and sensitivity values obtained and the recall rate 

are also acceptable results. As it can be seen from the graph, the combination of the extracted features 

has led to better results, and this proves the important sub-hypothesis of this research, including the 

improvement of results in classifications by reducing the dimension with the help of the proposed 

method. This superiority is still perceptible in all the criteria used. The F criterion is also included in 

these evaluations. In this case, the random forest classifier has been able to obtain the best result with 

0.99 in the accuracy criterion as well as the F criterion with one hundred features. 

 

4.4.  Comparison with other studies 
      The proposed method in this article is compared with other related researches in fault diagnosis in 

transformer equipment. These methods include RNN recurrent neural networks [32] and deep learning 

[33]. In recent years, methods based on deep learning are among the most common methods and of 

course with good efficiency. Various researches have used methods based on deep learning. Although 

these methods are acceptable and highly accurate, they require a large database for simulation. The 

desired methods for comparison have been simulated on the database of this research. Therefore, a 

correct comparison and correct evaluation has been made. The results of the comparison of the proposed 

method with the desired researches are shown in table (5). As can be seen from the results of this table, 

the proposed method has better accuracy than other methods based on deep learning. The database used 

in all these researches is the database collected in this research by Saman Niro Sepahan Company. 

 

Table 4. Comparison of the proposed method with other articles. 
Average 

accuracy Research The presented 

model 
94.10  [32] 2 D-CNN 

95.91  [33 ]  RNN 
99.00 - Proposed 

 

5.  CONCLUSION 

     In this research, the relationship between In this article, the proposed method for detecting defects in 

transformer equipment was evaluated in infrared images. In the proposed method, several features in the 

time domain including morphological features (edge and cartoon), multi-resolution features based on 

wavelet transform with Dabich's filter bank were also extracted. A method based on PCA principal 

component analysis was introduced. The feature vector matrix was classified by support vector machine, 

random forest and k nearest neighbor classifiers. The parameters of recall rate, precision, accuracy, 

specificity and f-criterion are evaluated in three categories: SVM, KNN and RF. The RF classification 
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has the best result with numerical values higher than 99% in the proposed method in feature selection 

based on the PCA algorithm.  
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