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Abstract 
 

Presenting a model specific to the city of Tabriz to estimate the liquefaction potential due to the region's seismicity and the 

high groundwater level can be effective in dealing with and predicting solutions to deal with this phenomenon. In recent 

years, the accumulation energy ratio (AER) as a parameter for estimating the liquefaction potential in the energy-based 

method proposed by Kokusho (2013) has been considered by many researchers. In this research, using perceptron multilayer 

(MLP) and radial base function (RBF) methods in artificial neural network (ANN) and genetic expression programming 

(GEP), the accumulation energy ratio using seismic and geotechnical data is modeled for the city of Tabriz. These modeling’s 

performed by all three methods are well consistent with the outputs. Still, the modeling performed using the Perceptron 

Multilayer (MLP) method is very compatible with the outputs and can estimate the results with an acceptable percentage. The 

relationship presented by genetic expression programming (GEP), which is trained with local data, can also yield satisfactory 

results from estimating the rate of accumulated energy in the study area and provided an independent and accessible 

relationship trained. With data specific to the study area, there is another advantage. 

Keywords: Liquefaction potential, Accumulated energy ratio, Artificial neural network, Genetic expression programming, Tabriz city. 

1. Introduction 
 

Soil liquefaction during an earthquake is one of the 

hazards that has always caused severe damage. For 

this reason, this issue has always been considered by 

many researchers. They have sought to understand 

better, study the effective parameters, and provide 

methods to estimate its potential in different areas to 

offer a solution to prevent this natural phenomenon. 

Various methods have been proposed to estimate the 

liquefaction potential, one of the most important of 

which is the energy-based method. These methods 

have always been considered due to the high 

importance of seismic parameters that lead to 

liquefaction. In recent years the results of some 

researchers based on seismic parameters have been 

presented. One of these methods is estimating 

liquefaction potential using the accumulation energy 

ratio presented by Kokusho (2013). Compared with 

other methods based on energy, stress, and strain, 

this method provides acceptable results in estimating 

the liquefaction potential. The key to the proposed 

method is to compare the upward wave energy with 

the energy capacity for liquefaction in each layer. 

Studies have shown that estimating the liquefaction 

potential by the energy-based method provides 

similar results to the stress-based method for several 

ground motions of recent earthquakes but is easier to 

apply without considering the relevant parameters 

[1, 2, and 3]. 

Others have suggested various methods for 

prediction in engineering applications, one of which 

is the use of artificial intelligence-based methods [4]. 

In their previous studies, the authors have attempted 

to zoning Tabriz's seismic and liquefaction potential 

(Figure 1 and 2) using data collected from the range. 

*Corresponding Author: Email Address: rouzbeh_dabiri@iaut.ac.ir 
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In this research, based on the data and results of 

previous studies and using artificial neural network 

and genetic expression planning, a model has been 

tried to estimate the accumulation energy ratio 

caused by earthquakes using data collected from the 

desired area should be specific to the city of Tabriz 

and the parameters affecting energy-based methods 

should be presented [5, 6]. The data used in this 

research has been collected from reputable 

consulting companies active in this field, such as 

Tabriz Metro, the provincial soil laboratory, and 

consulting companies. In some places where we 

lacked data density in those areas or the need, the 

data used were validated. The data were obtained by 

drilling and field and laboratory tests.  
 

 
Fig.1. Zoning of the probability of liquefaction in Tabriz using 

the relation of accumulation energy ratio [6]. 

 

 
 

Fig 2. Seismic zonation map of Tabriz after amplification [6]. 

 

 

Among the studies performed to estimate the 

liquefaction potential using artificial intelligence 

methods, we can reference the research of Zhang et 

al. (2016), who evaluated soil liquefaction based on 

the concept of energy capacity and multivariate 

adaptive regression lines. In this study, several 

methods in liquefaction assessment have been 

developed, including those related to energy capacity 

for basic soil parameters such as relative density, 

initial adequate limit pressure, fine grain size, and 

soil texture characteristics [7]. Kumar Modali and 

Das (2016) have studied the uncertainty of the SPT-

based method model for evaluating the seismic 

liquefaction potential of soil using multi-gene 

genetic programming [8].  

Goharzai et al. (2017), in this study, analyzed the 

onset of SPT-based soil liquefaction using gene 

expression programming and the possible Bayesian 

method. They also point out that probabilistic 

models provide a simple but efficient decision-

making tool in engineering design for quantitative 

evaluation of the onset threshold of liquefaction [9]. 

Pirhadi et al. (2018) have presented a new equation 

for evaluating the onset of liquefaction using 

artificial neural network and response surface 

methodology [10]. Hu and Liu (2019) have studied 

the evaluation of seismic liquefaction potential based 

on the Bayesian lattice constructed from the domain 

of knowledge and history data [11]. Rahbarzadeh 

and Azadi (2019) have studied the improvement of 

soil liquefaction prediction using hybrid 

optimization algorithms and fuzzy support vector 

devices. According to the experimental results, the 

proposed algorithm can improve classification 

accuracy—this practical method for predicting soil 

liquefaction using optimal classification parameters 

without a user interface [12]. Zhang and Wang 

(2020) present a group method to improve the 

prediction of earthquake-induced soil liquefaction. 

In this study, several data sets and soft computing 

methods have been used to estimate the liquefaction 

potential and data clustering [13]. 

Due to the importance and effectiveness of energy 

parameters in soil liquefaction, in this study, an 

attempt has been made to use the database obtained 

from previous studies by Sahebkaram Alamdari et 

al. (2020 and 2021) in the city of Tabriz and using 

the data collected in this range, to model the 

estimation of the accumulation energy ratio specific 

to the study area, using artificial neural network 

(ANN) and genetic expression programming (GEP). 
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2. Research Method 
 

In this study, in order to estimate the accumulation 

energy ratio (AER) leading to liquefaction, artificial 

neural networks (ANN) and genetic expression 

programming (GEP) have been used. The following 

is a brief description of the methods used. 

2.1. Accumulated Energy Ratio 
 

Kokusho [1] developed an EBM that allowed for 

potential liquefaction to be evaluated by comparing 

the strain energy for liquefaction in a sand layer and 

the incident seismic energy, regardless of the 

differences in seismic motions. Comparative studies 

of soil models have shown that an EBM intrinsically 

incorporates the effects of different input motions. In 

contrast, they need to be included by adding suitable 

coefficients in an SBM. The other notable difference 

is that the liquefaction potentials are higher at a 

smaller depth in an EBM, whereas the opposite is for 

an SBM with uniformly deposited sands [2]. In an 

EBM, it is necessary first to calculate the energy 

dissipated by soil liquefaction. The dispersed 

normalized energy for a unit measure of soil for 

liquefaction was calculated based on the soils’ 

penetration test results. With the standard 

penetration number of the soil layer known, the 

number must be first normalized by the fine grain 

content and the effective overburden stress. For 

details on the steps to obtain normalized strain 

energy and upward energy, refer to Kokusho (2013) 

and Kokusho and Mimori (2015). 

 
The normalized strain energy input corresponding to each 

soil volume unit for liquefaction is calculated as 

 

 

   
 ⁄                     

 ⁄   (1) 
 

 

The upward energy in a layer can be calculated from 

upward SH waves for a large shake period   
    as 

 

      ∫   ̇    
  

 

 
(2) 

 
 

Where  ̇ denotes the seismic wave particles velocity 

spreading upwards, ρ is the soil density and    

represents the S wave velocity of the layer. The 

potential energy ratio      ⁄  is obtained by 

comparing the liquefaction potentials of WH and the 

upward energy at the end of shaking    in the 

corresponding layer. At the same time, the layer 

with a smaller energy ratio has a higher liquefaction 

potential. The energy ratios of all the layers were 

calculated separately and then summed up together. 

Liquefaction takes place sequentially in layers 

where ∑               ⁄ . 

 

2.2. Artificial Neural Network (ANN) 
 

Artificial neural networks (ANNs) have advantages 

such as high speed in parallel computing, immunity 

against input harmonic ripple, noise cancellation, 

resistance to a parameter change, and 

generalizability [14]. A neural network consists of a 

large number of nerve cells or processing elements 

that are connected by synaptic weights. The 

structure of neural networks can be divided into two 

general categories: feed networks and return 

networks. Feeder networks have a simple structure 

and do not have the problem of stability of return 

networks. Feeder networks have different types, the 

most important of which are multilayer perceptron 

network (MLP) and network with radial basis 

functions (RBF) [15]. The main reason for choosing 

these two methods is the appropriate results obtained 

from the articles presented using these two methods 

in the study topic. However, in the present study, we 

evaluated different functions to obtain the best 

answer, and finally, we selected the results of MLP 

and RBF functions for presentation. 

 

2.2.1. Perceptron Multilayer Neural Network 
 

Perceptron multilayer neural networks (MLPs) are 

probably the most popular in practical applications 

among some types of artificial neural networks. 

Their advantage lies in both simplicity and the 

relatively small number of estimated parameters 

[16]. An MLP is a feed neural network consisting of 

several layers and neurons that link the input data set 

to the appropriate outputs. MLP consists of an input 

layer, one or more hidden layers, and an output 

layer, with each layer attached to the next layer [17]. 

Each neuron is a processing element that has an 

activation function. Neurons are interconnected 

processing nodes that form an ANN. The output of 

each neuron is the result of a set of weighted inputs 
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[18]. Figure 3 shows the structure of a three-layer 

MLP network. In this research, the Levenberg-

Marquardt optimization algorithm performs network 

training. 

 

 
Fig.3. Structure of the radial basis function [27]. 

 

Training With Levenberg-Marquardt Algorithm 
 

This method is a modified version of Newton's 

classical algorithm, used to find suitable solutions to 

problems requiring minimization. Similar to 

Newton's method, this method considers an 

approximation for the Hayzen matrix in weight 

change [19]. 

 

        [      ]     (3) 

 
  

In the above relation, x is the neural network 

weights, j is the Jacobin matrix of the network 

performance criterion that should be minimized, μ is 

the number that controls the training process, and e 

is the residual error vector. When μ is zero, the 

above equation is the same Newtonian method that 

uses the Hessian method. However, when μ is a 

large value, the equation becomes a gradient 

reduction relation with a minor interval. Newton's 

method has a high speed, and the results will be very 

close to the moment of error. This algorithm has 

been used in many studies due to the above 

characteristics. This algorithm has high efficiency 

and is very stable [20]. 

 

 

 

2.2.2. Radial Basis Function (RBF) 
 

In mathematical modeling, RBF is an artificial 

neural network that uses basic radial functions as 

activation functions. The output of this network is a 

linear combination of radial basis functions for input 

and neuron parameters. These networks are used in 

the approximation, time series prediction, 

classification, and system control function. The RBF 

neural network is benefits from structural simplicity, 

higher approximate properties, and faster 

computational procedures [21]. 

RBF networks usually consist of the input layer, the 

hidden layer with a nonlinear RBF activity function, 

and the output layer [22]. The number of neurons in 

the hidden layer is equal to the dimension of the 

input data set, and the neurons in the hidden layer 

usually have Gaussian transfer functions whose 

output is proportional to the distance from the center 

of the neuron. The input can be a vector of a real 

number model. Furthermore, the output of this 

network is a scalar function of the input vector, 

which is calculated as follows [23]: 

 

    ∑    ‖    ‖ 

 

   

 

(4) 

 

Where N is the number of hidden layer neurons, ci is 

the center vector of neuron i, and ai the weight of 

neuron i in the linear output neuron. 

A two-step algorithm usually trains RBF networks. 

In the first step, the center vectors ci are selected for 

the RBF functions in the hidden layer. This step can 

be performed in several ways: centers can be 

randomly sampled from some set of examples, or K-

means clustering can be used. Note that this step is 

unsupervised. According to the objective function, 

the second step is fitted with a linear model with wi 

coefficients for the hidden layer outputs [16]. 

 

2.3. Genetic Expression Programming 
 

One of the most exciting topics in data analysis is 

discovering the secret relationship or relationships 

among the databases. For this purpose, first of all, 

we need an almost comprehensive and complete 

database. In the next stage, we need tools and 

techniques to discover and present the mentioned 

relationships accurately. As one of the most widely 
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used tools in this field, Genetic Expression 

Programming can extract very diverse and complex 

relationships from databases and present them in the 

form of intuitive formulas. 

Gene Expression Programming (GEP) is a 

generalized genetic algorithm (GA) developed based 

on Darwin's theory and invented by Ferreira in 1999. 

Genetic Expression Programming (GEP), like 

Genetic Algorithm (GA) and Genetic Programming 

(GP), is a genetic algorithm that uses a population of 

individuals and selects them accordingly, and 

genetically modifies them using one or more Applies 

several genetic agents. The main difference between 

these three algorithms is the nature of their 

individuals. In GA, people are linear strings with 

constant length (chromosomes), and in GP are 

nonlinear entities with different sizes and shapes 

(decomposition trees). In GEP, on the other hand, 

individuals are encoded as linear strings of constant 

length in (genome or chromosome) (similar to that 

used in genetic algorithms) and then in the form of 

nonlinear entities of different sizes and shapes. 

Showing a simple diagram or expressing a tree 

similar to decomposition trees in genetic 

programming are expressed [25, 26, 27]. The first 

step in the GEP algorithm is to generate the initial 

population of solutions. Generating the initial 

population can be done by a random process or using 

some information about the problem. GEP uses the 

popular wheel-roulette method to select individuals. 

Unlike GP and GA, GEP has several genetic 

operators for breeding individuals with 

modifications. Generation is an operation that aims 

to retain several suitable individuals from the present 

generation to the next generation. The goal of the 

mutation operator is to optimize intra-specific 

chromosomes randomly. This operator performs 

some flawless operations to prevent the creation of 

defective people in terms of rules [28]. The 

chromosomes are then represented as a tree 

expression, evaluated according to a proper function. 

In GEP, each gene is encoded as a tree expression. 

In multi-gene chromosomes, all tree expressions are 

linked together from their root nodes using the link 

function. Each gene has a coding region called the 

ORF (Open Interpretation Framework), which after 

decoding, is expressed as ET and represents a 

candidate solution to the problem [30, 29]. One of 

the essential things in GEP is to determine the proper 

function, and its goal is to find a solution that works 

well for all fitting cases as much as a specific error. 

The fitting function is usually evaluated by 

processing several objective problems, also called 

fits. If a satisfactory quality is found or some 

generations are reached, evolution stops, and the best 

solution ever found is reported. On the other hand, if 

the conditions are not stopped, the best solution of 

the present generation is kept (meaning elite 

selection), and the rest of the solutions are left to the 

selection process. Based on the selection, the best 

people have a better chance of having children. The 

whole process is repeated for several generations, 

and as the generation progresses, the population's 

quality is expected to improve on average [30]. 

Figure 4 shows schematically the main stages of 

gene expression programming. 

 

 
Fig.4. A gene expression programming flow chart [31]. 

 

2.4. Data Validation 
 

One of the first validations used when collecting 

data was that the amount of data for different regions 

was a good overlap. In this way, when the number of 

data increases at a certain point, validation for the 
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values of geotechnical parameters that are not 

compatible with other data was removed. In order to 

more accurately validate the data used in the 

assessment of liquefaction potential, some Cetin 

screening criteria have been used [32]. Screening 

criteria by which Cetin validates the data it uses: 

(1) Soil profiles that do not have complete 

information and are not adequately available; (2) 

Permanent constraints on critical soil layers that 

cannot be the judge if fine particles are present; b) 

higher plasticity and, therefore, the use of these 

relationships is not appropriate, (3) the sampling 

sites were not open ground, and (4) in the SPT 

speculation the impact drilling method was used. 

 

3. Estimating Accumulated Energy Ratio 
 

With 439 Downhole samples extracted and the 

results of estimating the accumulated energy ratio in 

the city of Tabriz, artificial intelligence has been 

used for modeling. From the geotechnical 

characteristics of the soil and seismicity of the area, 

the parameters of soil shear wave velocity (Vs), 

effective enclosed stress (  
 ), fine-grained 

percentage (FC), SPT number (N), and maximum 

seismic velocity (Vmax) as modeling input to the 

purpose is to estimate the energy ratio selected. An 

example of the data used is provided in Table 1. Soil 

geotechnical parameters obtained from the field 

(Standard penetration test and Downhole shear wave 

velocity test) and laboratory experiments. The 

collected data are the results of studies conducted for 

different lines of Tabriz metro and consulting 

companies active and approved in the field of 

geotechnical studies. In some places where the data 

density was lower or there was a need to compare 

the results to verify the data, we performed machine 

drilling and performed laboratory and field 

experiments. The maximum earthquake velocity 

parameter is also used to convert the acceleration 

maps obtained from the seismic zonation of the 

study area from previous studies by Sahebkaram 

Alamdari et al. (2020), which were also used in the 

potential liquefaction zoning mentioned in Figure 1., 

was extracted [5 and 6]. In the study of 98 cases 

using the experimental method of estimating the 

liquefaction potential based on Kokusho's (2013) 

energy, the results of which are presented in the 

form of zoning in Figure (1), have shown the 

liquefaction potential. Their accumulated energy 

ratio is less than one; in 341 cases, the energy ratio 

was higher than one, indicating the absence of the 

liquefaction potential. Therefore, the input 

parameters of the modeling are the same as those 

used in the Kokusho method. The data used for SPT 

tests and shear wave velocity at the site and soil 

identification tests were obtained in the laboratory. 

The parameter related to the earthquake speed, as 

mentioned in the text of the article, has been 

obtained from the seismic zooming for the city of 

Tabriz, which was done in a previous study by 

researchers. 

 
Table 1: Sample of data used for AER modeling 

Number of 

Data 
N Vmax Vs FC   

  AER 

1 22 110 300 15 46.6 0/78 

2 24 110 310 25 72.6 1.96 

3 21 110 345 28 98.6 2.89 

4 19 110 370 23 124.6 3.46 

5 27 110 410 33 15.6 4.75 

6 7 110 280 15 37 0.12 

7 9 110 290 19 60.3 0.33 

8 9 110 310 18 83.6 0.77 

9 15 110 335 22 107 1.25 

10 13 110 365 25 31.3 1.63 

11 17 110 400 17 153.6 2.04 

12 42 110 375 11 33.3 2.00 

13 36 110 405 12 56.6 3.53 

14 45 110 435 10 80 5.43 

15 41 110 470 9 103.3 6.88 

16 26 225 325 8 48.3 0.64 

17 28 225 355 5 73.6 1.32 

18 22 225 390 9 99 1.71 

19 25 225 430 11 124.3 2.17 

20 29 225 480 12 149.6 2.74 

21 25 225 345 18 68.6 0.75 

22 27 225 385 25 93.3 1.72 

23 31 225 405 32 118 3.06 

24 29 225 440 38 142.6 4.32 

 

Table 2 shows the average size of the parameters 

used in the modeling and the method to normalize 

them. All data must be normalized in order for all 

variables to be proportional to each other, as well as 

to improve program execution speed. The values of 

our variables are normalized between zero and one. 
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Table 2 

Variables used in model development. 

input 

N FC   
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16.94 7.5 87.97 130.64 326.71 
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2.8-66.5 0-49 16-462 40-360 139-671 
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ratio 

 

Statistical indicators such as coefficient of 

determination (  ), root mean square error (RMSE), 

and mean square error (MSE), whose relationships 

are presented below, have been used to validate the 

models. In the following equations,  ̂ is the 

predicted value, and  ̂ is the average output value. 

 

     
∑     ̂  

∑     ̅  
 

(5) 

 

 

     √    √
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3.1. Simulation of Accumulated Energy Ratio 

Using Artificial Neural Network (ANN) 
 

Simulation for this purpose, we coded two methods 

of Perceptron Multilayer Function (MLP) and Radial 

Base Function (RBF) in MATLAB. 

 

Perceptron Multilayer Function (MLP) 

In the multilayer perceptron function, among the 

various methods of error backpropagation training. 

We selected the Levenberg-Marquardt algorithm, a 

function of the square root derivative for use in the 

present study, for faster convergence in training 

medium-sized networks. The back propagation 

algorithm changes the network weights and bias 

values so that the performance function decreases 

more rapidly. Used 70% of the data for training, 

25% for testing, and used 5% of the data for 

validation. Used the random division command to 

select the data, to be included in this category. As 

activity functions in hidden layers, the hyperbolic 

tangent and linear function provide the best answer 

among other functions. To train and stop training for 

the neural network, Levenberg-Marquardt selected 

the three-layer network, the first layer with five 

neurons, the second layer with three neurons, and the 

third layer with one neuron. With a fixed number of 

inputs as the best answer by examining statistical 

indicators. Figure 5 shows the simulation results of 

estimating the accumulation energy rate by the 

multilayer function of perceptron (MLP) in the 

artificial neural network. As can be seen from the 

values of statistical indicators, MLP has been able to 

provide a perfect simulation with a deficient error 

between our input and output data. In addition, the 

values obtained for the simulated accumulation 

energy rate matched very well with the calculated 

values. 

 

Radial Basis Function (RBF) 
 

RBF networks require more neurons than standard 

feedforward networks with backpropagation 

algorithms, but most of these networks can train 

shorter than the time required for feed networks. 

These networks perform better when multiple input 

vectors are available. RBF networks are a type of 

feedforward neural network. RBF network is a 

single layer. 70% of the data was used for training 

and 30% for testing, and the method of selecting 

them was still a random division. The rate of 

increased radius 0.1 and maximum of 30 neurons 

provided the best answer among the various 

modeling’s. Figure 6 shows the modeling results of 

estimating the accumulation energy ratio by the 

radial basis function (RBF) in the artificial neural 

network. As can be seen from the values of 

statistical indicators, RBF has provided a good 

simulation with a low error between our input and 

output data. Also, the values obtained for the 

simulated accumulation energy rate are mainly 

consistent with the calculated values. 
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Fig.5. Results for estimating the accumulation energy ratio by the multilayer perceptron (MLP) function of the artificial neural network 

(ANN). 
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Fig.6. Results of estimating the accumulation energy ratio by the radial basis function (RBF) of the artificial neural network (ANN). 
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During each step, runs were carried out, and the 

values of one of the parameters mentioned above 

were varied, whereas the values of the other 

parameters were kept constant. At the end of each 

run, the statistical indicators for both training and 
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testing sets were recorded to identify the values that 

give the best results [33]. The parameters used in the 

development of the best modeling obtained are 

presented in Table 3. The most crucial issue in GEP 

modeling is the number of genes selected according 

to the accuracy and application of the model. The 

most acute effects of a high or low number of genes 

are reducing the accuracy of the equation (reducing 

the number of genes) or lengthening it (increasing 

the number of genes) [34]. According to the above 

conditions and creating a workable equation with 

high accuracy, eight genes were considered using 

trial and error. In addition, a crucial function must be 

used to maintain the relationship between the written 

mapping performances of each tree diagram for 

models with more than one gene. In addition, several 

equations were created using different connection 

functions such as "+", "×", "÷", "-", "x2" and their 

combinations, and finally, the best equation was 

selected . 

 
Table 3 

GEP software settings 

Parameters 
Achieved functions, values and 

rates 

Linking function Addition (+) 

Number of chromosomes 40 

Number of genes 8 

Gene head size 3 

Recombination rate 0.02 

Mutation rate 0.01 

 

GEP divided data randomly into two parts for 

training and experimentation. Of the 439 datasets, 

programming used 307 for training. Then, 

programming used the remaining 132 datasets to 

evaluate the obtained equation. GEP equation 

presented based on five input parameters. 

Table 2 presents the parameters used in the above 

equations. They are comparing the predicted and 

calculated values, as shown in Figure 7, a good 

agreement between the values predicted by this 

equation and the calculated values. As can be seen 

from the statistical index values, GEP has provided a 

perfect simulation with a deficient error between our 

input and output data. In addition, the values 

obtained for the simulated accumulation energy ratio 

are very well match with the calculated values. The 

proposed model can establish our complex 

relationships between the rate of accumulated energy 

and their main influential factors. The proposed 

model is the best model obtained by genetic 

programming to estimate the rate of accumulated 

energy. So that the modeling results for training and 

test data in all statistical indicators, as shown in 

Table 4, have been acceptable and successful. 
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 Table 4 

 Results of statistical indicators of relationships presented 

Statistical specifications 

MSE RMSE R2 model AER 

5.92e-5 0.0076 0.99 All 

ANN-MLP 1.772e-5 0.0042 0.99 Training 

0.00017 0.013 0.96 Testing 

0.00125 0.0354 0.92 All 

ANN-RBF 8.85e-5 0.0094 0.99 Training 

0.0039 0.063 0.8 Testing 

8.1e-4 0.028 0.93 All 

GEP 9e-4 0.03 0.95 Training 

6.3e-4 0.025 0.89 Testing 
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Fig.7. Results of estimating the accumulation energy ratio by genetic expression programming (GEP). 

 

4. Sensitivity Analysis 
 

Sensitivity analysis was performed to evaluate the 

model response to changes in input parameters. For 

this purpose, all input parameters, soil shear wave 

velocity (Vs), effective enclosed stress (  
 ), fine-

grained percentage (FC), SPT number (N), and 

maximum earthquake velocity (Vmax) were 

considered. The value of one of the input parameters 

has been increased by 20% to evaluate the 

parameters' effect on the accumulation energy ratio. 

In contrast, the amplitude of other input parameters 

has been kept constant, and this increase in the 
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accumulation energy ratio has been calculated. This 

calculation is done for all input parameters, and the 

results of calculating the change of output parameter 

are shown in Table 6. In this table, negative changes 

mean a decrease, and positive means an increase in 

the impact on the accumulation energy rate 

parameter. It is shown that with increasing Vmax, a 

decrease in the accumulation energy rate parameter 

occurs. In addition, Table 5 shows that the 

accumulation energy rate parameter increases with 

increasing Vs, FC, N, and  
 . This table shows that 

the maximum Vmax earthquake velocity has the most 

significant impact on the rate of accumulated energy. 

 
 Table 5 

 The accumulation energy rate parameter change corresponds to 

a 20% increase in the average value of the input parameters 
N FC   

          Impact of 

parameter 

changes on 

AER 

0.00393 0.004818 0.030999 -0.08023 0.046352 

 

5. Assessment of the Results 
 

In this research, we used the Multilayer simulation 

of perceptron (MLP) and radial base function (RBF) 

in artificial neural networks and modeling of gene 

expression programming (GEP) to estimate the 

accumulation energy ratio, which is an energy-based 

parameter for estimating liquefaction potential. The 

input parameters used were soil shear wave velocity 

(Vs), effective enclosed stress (  
 ), fine-grained 

percentage (FC), SPT number (N), and maximum 

earthquake velocity (Vmax). From the data of 

laboratory experiments that have led to log boreholes 

of geotechnical characteristics of the studied soil 

area and field tests of downhole shear wave and 

standard penetration test after validation, 439 data 

have been selected for modeling. In the study of 98 

of these cases, using the experimental method of 

estimating the liquefaction potential based on 

Kokusho energy (2013), the results of which are 

presented in the form of zoning in Figure (1), have 

shown the liquefaction potential. Their energy ratio 

is less than 1; In 341 cases, the energy ratio was 

higher than 1, which indicates the non-liquefaction 

potential. 

Table 5 and figure 8 present the aggregation of the 

results obtained from modeling accumulation energy 

rates using artificial neural networks and gene 

expression programming. As can be seen from the 

comparison of statistical indices, the results of 

modeling using the multilayer perceptron (MLP) in 

the artificial neural network were better than 

modeling with the radial base function (RBF) and 

gene expression programming. In MLP, as activity 

functions in hidden layers, the hyperbolic tangent 

and linear function provide the best answer among 

other functions. A three-layer network has been 

selected as the best answer by examining statistical 

indicators to train and stop training for the 

Levenberg-Marquardt neural network. The first layer 

comprises five neurons, the second layer comprises 

three neurons, and the third layer is composed of one 

neuron with a fixed number of inputs. In the RBF, 

by examining statistical indicators, the rate of 

increased radius 0.1 and maximum of 30 neurons 

provided the best answer among the various 

modeling’s. However, the results of modeling using 

genetic expression programming (GEP) are 

significant due to the ability to provide a specific 

formula for estimating the accumulated energy ratio. 

The model presented by GEP uses 40 chromosomes, 

eight genes, three gene head sizes, and a 0.01 

mutation rate. The statistical characteristics of this 

modeling are based on the use of local data, and 

specific to the study area is acceptable. The 

sensitivity analysis also showed that the maximum 

velocity of the earthquake is the most influential 

parameter in the accumulation energy ratio. 

 

 

 

Fig.8. Comparison of R2, RMSE and MSE statistical indices for 

accumulation energy ratios obtained from ANN-MLP, ANN-

RBF and GEP modeling 
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6.Conclusions 
 

The results obtained from neural network modeling 

were performed by the multilayer perceptron (MLP) 

function to determine the accumulated energy ratio, 

a criterion for estimating energy-based liquefaction 

potential; it perfectly matches the outputs and can 

estimate the results with an acceptable percentage. 

The relationship presented by genetic expression 

programming (GEP), which is trained with local 

data, can also yield acceptable results from 

estimating the accumulated energy ratio in the study 

area. Considering the independent and accessible 

relationship trained with data specific to the study 

area is another advantage. Due to the importance and 

high impact of earthquake stimulus parameters, it is 

crucial to pay more attention to energy-based 

methods to estimate the liquefaction potential, which 

is also one of the objectives of the present study. 

Proximity and sometimes construction has been 

done on the main fault north of Tabriz, can be very 

effective in estimating this natural factor that occurs 

due to earthquakes as accurately as possible. As can 

be seen from the sensitivity analysis of the 

parameters affecting the results of modeling the 

accumulation energy ratio, the parameters of 

earthquake speed and SPT number have the most 

significant impact on the outputs. These issues show 

more and more attention to the more accurate 

estimation of the probable earthquake strength and 

more accurate field testing of standard penetration to 

obtain the most accurate estimate of the liquefaction 

potential. 
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