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       In this research, we introduce a deep learning model based on 

Convolutional Neural Networks (CNNs) along with the Bird Swarm 

Optimization algorithm to identify and discover traffic patterns in Software-

Defined Networks (SDNs). The main objective of this study is to investigate 

the capability of deep learning models in analyzing traffic data and identifying 

unique patterns present in SDNs. Using a diverse and comprehensive dataset, 

the proposed model is trained and evaluated. The use of CNNs, due to their 

layered structure and deep learning capabilities, enables the identification of 

unique traffic patterns that are prominently visible in SDNs. The proposed 

model, with high accuracy and good generalization ability, can serve as an 

effective tool in enhancing the accuracy and efficiency of traffic pattern 

identification systems in software-defined networks. This research not only 

demonstrates the superiority of deep learning models in traffic pattern 

recognition but also provides practical and effective solutions for traffic 

analysis and management in SDNs. The results of this study indicate that the 

proposed model achieves an accuracy of 96.5%, suggesting that the proposed 

method can significantly contribute to the development and improvement of 

security systems and performance optimization in software-defined networks. 
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1. Introduction 

Management and configuration of computer 

networks has become a difficult and vital task due 

to their complexity and dynamics. These networks 

consist of a collection of switches, routers, 

firewalls, and other intermediate devices that 

work simultaneously. Proper implementation of 

these networks is possible by operators dealing 

with a limited set of configuration commands in 

command-line environments and with complex 

administrative tasks and policies. These policies 

and complexities are not enough to react to the 

continuous changes of the network. For this 

reason, network configuration modifications are 

done manually to adapt the network to the 

changes. Operators use external tools to overcome 

these limitations, and these constant changes may 

lead to more configuration errors [1, 24]. 

1.2. Problem Statement  

For network management, service measurement, 

and network monitoring, traffic classification is an 

intelligent process that involves categorizing 

traffic into multiple groups. In addition, traffic 

classification enables the configuration of access 

restrictions, quality of service, and other network 

security features efficiently and allocates 

resources. Deep packet inspection and port-based 

methods are popular methods for traffic 

classification [2]. However, both of these methods 

are currently less used, as most applications use 

dynamic ports and the network communication is 

encrypted. Therefore, it is very important to 
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develop a new classification method that is more 

suitable for today's operational environment. The 

purpose of this research is to discover network 

traffic patterns with high accuracy. To extract the 

patterns, a deep learning based approach is 

proposed. 

1.3 innovation in research 

This research pushes the boundaries by exploring 

and applying advanced deep learning architectures 

such as deep neural networks (DNN), 

convolutional neural networks (CNN), recurrent 

neural networks (RNN), and attention 

mechanisms. By doing so, an attempt is made to 

provide a pioneering approach to modeling and 

understanding network traffic patterns. In 

summary, the innovative aspect of this research 

lies in its pioneering use of deep learning models 

to achieve high accuracy in discovering and 

analyzing traffic patterns in software-defined 

networks [25]. This approach has the potential to 

transform network management, security, and 

performance optimization, making it a cornerstone 

for further advancements in this field. 

2. Software networks 

Organizations have invested heavily in 

virtualization and hybrid clouds, but they still face 

challenges, including quickly allocating network 

connections while systems are running. Often 

these problems arise due to issues related to policy 

or implementation processes. 

These problems can be partially solved by 

creating virtual network infrastructure. This 

infrastructure is easily reassigned, such as when a 

new SAN or server is implemented. The idea 

behind this software-defined network 

management infrastructure, or SDN, is not that 

new and has been around for over a decade. One 

efficient definition of SDN is the separation of 

data and control functions of routers and other 

layer 2 infrastructure of conventional networks 

using a programming interface.  

2.1 PSO algorithm 

The PSO algorithm is an optimization method 

based on probability rules that was first invented 

in 1995 by Kennedy and Aberhart [3] inspired by 

the behavior of birds when searching for food. In 

this algorithm, first a set of initial answers is 

generated. Then, to find the optimal answer in the 

space of possible answers, or to time the 

generations, the answer search is done. Each 

particle is defined multidimensionally with two 

values of position and velocity, and at each stage 

of the particle's movement, with two indices of 

velocity and position, the best answers are 

determined in terms of merit for all particles. 

 

 
2.2Related works  

Basic machine learning methods that enable traffic 

classification in SDN are reviewed in this section. 

Through the use of artificial intelligence (AI), machine 

learning enables computers to recognize complex 

patterns from massive data sets on their own. 

Operationally, machine learning is divided into two 

steps: 1) training, which involves providing the 

machine learning algorithms with a subset of the data 

set (called the training set) so that the system model 

can learn from it, and 2) decision making, which is 

capable of The system is trained to predict the result of 

the new input using the model. Supervised, 

unsupervised, semi-supervised and reinforcement 

learning categories are used to group machine learning 

algorithms [4], [5] and [6]. 

Numerous machine learning methods have been 

developed over the years as a result of research efforts. 

For problems with large data sets, machine learning is 

often the most effective approach. Considering that 

machine learning techniques are designed for pattern 

recognition and data identification, they are suitable for 

solving problems in SDNs. 

3. Preposed  method 

Optimizing the parameters of convolutional neural 

networks includes determining the appropriate 

parameters, which results in significant accuracy in 

each task. However, the task of optimizing a large 

number of parameters is very difficult and 

computationally expensive. Therefore, it is necessary 

to implement optimization algorithms that reduce the 

number of iterations. The present study is based on the 

Particle Swarm Optimization (PSO) technique to find 

the CNN model with the highest accuracy for breast 

cancer detection. The development of a convolutional 

neural network (CNN) involves the optimization of 

several parameters and the precise choice of 

architecture. Choosing the optimal parameters is very 

important to obtain accurate results when using 

Convolutional Neural Networks (CNN). Therefore, it is 

a challenging task that requires a considerable level of 

expertise. 

The effectiveness of a CNN model depends on its 

meta-parametric parameters, so some researchers 

emphasize the necessity of fine-tuning these meta-

parameters to obtain positive results. Hence, it is a 

challenging task that requires a considerable amount of 

skill. The meta-parameters of the CNN architecture 

Along with their descriptions are presented in Table 

1-3. Meta-heuristic algorithms are known as effective 

techniques to improve the performance of CNN 

architectures by optimizing their meta-parameters. 

 

3.2 Implementation of neural network algorithm 
optimized with particle swarm optimization algorithm 
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In this section, we build a CNN from scratch (a new 

model) to train a Convolutional Neural Network 

(CNN). It consists of three convolution layers with 

three maximum localization layers, one dropout layer, 

one flattening layer, and two fully connected (FC) 

layers. The activation function for each layer is the 

ReLU function, except for the last layer which is 

output and uses the sigmoid function. The output layer 

uses a sigmoid function that maps the output value to 

the interval [0, 1] 

 

 

 
Figure 1-3: Flowchart of neural network optimized by 

PSO 

 

4.1 evaluation criteria 

In this section, various evaluation criteria used to 

measure the performance of machine learning models 

in discovering traffic patterns in software-centric 

networks are described in detail. These criteria include 

accuracy, recall, and F1 score. Each of these metrics 

evaluates different aspects of model performance and 

provides a deeper understanding of model 

performance. 

 

 

 

 (2) 

 

  (3) 

 

4.2 Data collection 

Software-oriented networks (SDN) are one of the 

leading technologies in network management and 

control, which enable centralized control and higher 

flexibility by separating the control layer from the data 

layer. In the field of SDN, multiple datasets are used 

for various purposes, including network traffic 

analysis, attack detection, and network performance 

optimization. 

The NSL-KDD dataset is one of the most popular 

and comprehensive datasets in the field of network 

security and intrusion detection. This dataset is an 

improved dataset of KDD Cup 99 and is designed to 

address its problems and limitations. The KDD Cup 99 

dataset was introduced as one of the first and most 

comprehensive datasets in the field of intrusion 

detection. 

• Duplicate data: The presence of a large number of 

duplicate samples in the dataset, which caused the 

machine learning models to mistakenly perform very 

well. 

• Imbalance in the data: unbalanced distribution of 

different samples in the data set, which caused the 

models to tend to oversampled classes. 

 

4.3 The size of the parameters 

In this project, our main goal is to use Convolutional 

Neural Networks (CNN) and Particle Swarm 

Optimization (PSO) algorithm to discover traffic 

patterns in software-oriented networks. For this 

purpose, a set of parameters for convolutional neural 

network and PSO algorithm are considered. 

 

4.4Training settings: 

1. Initial learning rate for updating network weights. 

A low value of this parameter allows the network to be 

trained with smaller and more accurate steps. 

2. The number of complete training iterations on the 

training data. Increasing this value helps the model to 

reach higher accuracy. 

3. The number of examples in each small training 

package. This parameter helps balance between 

training speed and stability. 

 

4.5. Simulation results 

To evaluate the performance of the proposed 

method, accuracy, recall and F1-Score criteria have 

been used. 60% of the data was used for training and 

40% for testing. The results obtained from the 

evaluation of the proposed method and its comparison 

with two other references are as follows: 

 

Table 4-1: Comparison of the proposed method with 

other methods 

 evaluation criteria 
accuracy recall F1-score 

Preposed  method 96.5 94.86 95.85 

]38[ 87.6 89.6 90.01 

   (1) 
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]40[ 92.38 93.11 94.87 

 

The results show that the proposed method has the 

highest accuracy and F1 criterion compared to the other 

two references, and it is close to the highest value in 

readout. This shows that the proposed method has been 

able to establish a good balance between correctly 

identifying attack samples and preventing false positive 

samples. 

The proposed method using convolutional neural 

networks and particle swarm optimization algorithm 

has been able to show better performance than the 

previous methods in detecting penetration and traffic 

analysis of SDN networks. 

In this section, the results of the evaluation of 

different machine learning algorithms to discover 

traffic patterns in software-oriented networks (SDN) 

are analyzed. The following table shows the accuracy 

results of different algorithms: 

 

Table 4-2: Comparison of the proposed method 

with other algorithms 

 

Algorithm Accuracy 

proposed method 96.5 

KNN 71.47 

DT 95.76 

SVM 95.74 

 

The proposed algorithm, which uses convolutional 

neural networks (CNN), has the best performance 

among the investigated algorithms with an accuracy of 

96.5%. This result shows that CNN, with its 

capabilities in extracting complex features and deep 

learning, has been able to identify traffic patterns well 

and achieve higher accuracy than other algorithms. 

The K-Nearest Neighbor (KNN) algorithm with 

71.47% accuracy has the lowest accuracy among the 

investigated algorithms. This result shows that KNN 

may perform poorly when dealing with complex and 

high-dimensional data. Due to the simplicity of this 

algorithm and the inability to extract complex features, 

it provides less accuracy. 

The decision tree (DT) algorithm has performed 

very well with an accuracy of 95.76% and is known as 

one of the efficient algorithms in identifying traffic 

patterns. Decision tree using tree structure and decision 

rules has been able to achieve high accuracy and work 

well with traffic data. 

The support vector machine (SVM) algorithm has 

also performed well with 95.74% accuracy. SVM has 

been able to detect traffic patterns with high accuracy 

by using feature spaces and optimal separators. 

Although the accuracy of SVM is slightly lower than 

decision tree, it is still in the high performance range. 

The results show that the proposed method using 

convolutional neural networks (CNN) has been able to 

achieve the best accuracy among the investigated 

algorithms. This shows the high power of CNN in 

identifying and learning complex patterns in traffic 

data. On the other hand, more traditional algorithms 

such as KNN, DT and SVM have also performed 

significantly, but could not reach the accuracy of the 

proposed method. 

According to these results, the use of convolutional 

neural networks (CNN) as the proposed method in this 

research is a suitable choice and can help improve the 

accuracy and efficiency of traffic pattern detection 

systems in software-based networks. This method has 

many capabilities in analyzing complex data and 

extracting important features, which has made it a 

powerful tool in the field of machine learning. 

 

5. Conclusion 

the data set used in this research included various 

network traffics, including normal and abnormal 

traffics. The data has been collected from various 

sources to have high diversity and realism. The data 

pre-processing process has included cleaning, 

normalization and extraction of important features, 

which has greatly helped to improve the quality of the 

data and the accuracy of the models. 

In this research, four main algorithms have been 

evaluated: k-nearest neighbor (KNN), decision tree 

(DT), support vector machine (SVM) and 

convolutional neural networks (CNN). 

In addition to accuracy, other criteria such as recall 

and F1 criteria have also been used to evaluate the 

performance of models. 

The proposed algorithm, which uses convolutional 

neural networks (CNN), has the best performance 

among the investigated algorithms with an accuracy of 

96.5%. This result shows that CNN, with its 

capabilities in extracting complex features and deep 

learning, has been able to identify traffic patterns well 

and achieve higher accuracy than other algorithms. The 

readability of 94.86% and the F1 criterion equal to 

95.85% also indicate the high ability of this algorithm 

to correctly detect positive samples and reduce positive 

and negative errors. 

The K-Nearest Neighbor (KNN) algorithm with 

71.47% accuracy has the lowest accuracy among the 

investigated algorithms. This result shows that KNN 

may perform poorly when dealing with complex and 

high-dimensional data. Due to the simplicity of this 

algorithm and the inability to extract complex features, 

it provides less accuracy. 

The decision tree (DT) algorithm has performed 

very well with an accuracy of 95.76% and is known as 

one of the efficient algorithms in identifying traffic 

patterns. The decision tree has been able to categorize 

the traffic data well and achieve high accuracy by using 

the tree structure and decision rules. This algorithm is 

one of the popular methods in traffic data analysis due 

to its simplicity and high efficiency. But it has a 

weaker performance than the proposed method. 

One of the main advantages of a decision tree is that 

it is naturally interpretable. This feature allows network 

administrators and analysts to easily understand the 
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reasons behind the decisions and classifications made 

by the model. This interpretability is especially 

valuable in cases where there is a need to explain the 

results to non-technical managers. 

Decision tree can also work well with data with 

different features and incomplete data. However, one 

of the weaknesses of this algorithm may be the creation 

of overly complex trees and overfitting in the training 

data. To reduce this problem, techniques such as 

pruning are used to reduce the complexity of the tree 

and improve the model. 

The support vector machine (SVM) algorithm has 

also performed well with an accuracy of 95.74%. 

Using feature spaces and optimal separators, SVM has 

been able to recognize traffic patterns with high 

accuracy. Although the accuracy of SVM is slightly 

lower than decision tree, it is still in the high 

performance range. The recall and F1 criterion for 

SVM are not available in this table, but it can be 

expected that this algorithm also performs well in these 

criteria. 

One of the main advantages of SVM is its ability to 

work with high-dimensional data and determine 

optimal decision boundaries for separating classes. 

This feature makes SVM perform very well, especially 

in cases where the data is not linearly separable. 

However, one of the challenges of using SVM is the 

need to fine-tune its various parameters, such as the 

tuning parameter (C) and choosing the appropriate 

kernel type. 

The results obtained from sources [38] and [40] have 

also been used as a comparative measure. These results 

show that other algorithms with accuracy, recall and F1 

criterion have had acceptable performance of 87.6%, 

89.6% and 90.01% respectively in [38] and 92.38%, 

93.11% and 94.87% in [40], but still their performance 

it was less than the proposed method (CNN). 

The results show that the proposed method using 

convolutional neural networks (CNN) has been able to 

obtain the best accuracy, readability and F1 criterion 

among the investigated algorithms. This shows the 

high power of CNN in identifying and learning 

complex patterns in traffic data. On the other hand, 

more traditional algorithms such as KNN, DT and 

SVM have also performed significantly, but could not 

reach the accuracy of the proposed method. 

According to these results, the use of convolutional 

neural networks (CNN) as the proposed method in this 

research is a suitable choice and can help improve the 

accuracy and efficiency of traffic pattern detection 

systems in software-based networks. This method has 

many capabilities in analyzing complex data and 

extracting important features, which has made it a 

powerful tool in the field of machine learning. 

Finally, the results of this research can pave the way 

for future research in the field of improving machine 

learning models to analyze and manage software-based 

network traffic. Using more advanced deep learning 

techniques, combining different models and improving 

data preprocessing processes can lead to achieving 

higher accuracy and efficiency in identifying traffic 

patterns. In this way, the security and efficiency of 

SDN networks will be significantly improved. 

 

5.2 Future works 

  can lead to the development and improvement of 

current methods and open new horizons in the field of 

using machine learning and deep learning in software-

based network traffic analysis and management. 

Therefore, continuing research in this field and 

applying new techniques can have positive effects on 

the security and efficiency of SDN networks. 

In general, the findings of this research show the 

importance and efficiency of using advanced deep 

learning models, especially convolutional neural 

networks (CNN) in analyzing and identifying traffic 

patterns in software-based networks (SDN). In this 

section, research limitations and suggestions for future 

research are discussed. 
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