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Abstract. This paper presents some results of an annihilated element in Banach algebra,
and in specific case, for any square matrix. The developed method significantly improves the
computational aspects of transformations calculus and especially for finding powers and roots
of any annihilated element. An example is given to compare the proposed method with some
other methods to show the efficiency and performance.
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1. Introduction

Many problems in pure and applied mathematics can be solved by computing powers
or roots of some square matrix A; for example:
(a) Differential equations and matrix exponential: the classic scalar problem y/(t) = ay(t)
with initial condition y(0) = ¢, has solution y(t) = ce!, while the analogous vector
problem

%:Ay7 Y(0)=C, Y,CeC", Aec M,(C)
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has solution Y (t) = e4‘C, where et = Z;‘;O(At)j /j!. More generally, with suitable
assumptions on the smoothness of f, the solution to the inhomogeneous system

Y
%:Ay+f(tay), Y(0)=C, Y,CeC", A M,(C)

satisfies .
Y (t) = eMC + / M=% f(5,Y)ds

0
The matrix exponential is explicitly used in certain methods such as exponential integra-
tors, Exponential Time Difference (ETD), Nuclear Magnetic Resonance (NMR), Markov
models, Control theory ([2], Ch. 2, pp. 35-44) and continuous linear dynamical system
([9], Ch. 3). However, computing matrix exponential is depends on powers of the matrix.
(b) Trigonometric matrix functions: the matrix roots, arise in the solution of second order
differential equations. For example, the problem

A2y

W—FAY:O, Y(O):Cl ,Y/(O):CQ Y, Cy,Co € C™ AEMn(C)

has solution
Y (t) = cos(VAt)C, + A~V 2 sin(VAt)Cy

where /A denotes any square root of A. The solution exists for all A. When A is singular
(and v/A and A~1/2 possibly does not exist) this formula is interpreted by expanding
cos(v/At) and A~1/2sin(v/At) as power series in A. The matrix roots also are the funda-
mental tool for the algebraic Riccati equations and semidefinite programming ([2], Ch.
2, p. 45).

(c) Discrete linear dynamical system: linear nonsingular transformation

A:C" —C", T — Ax

generates a variety of dynamical systems. The operator A itself generates a dynamical
system acting on C" by the powers A™ and one gets the problem of investigating the
trajectory of an arbitrary vector x by the action of the linear transformation, i.e. the
description of the behavior of the sequence of vectors of the form A™zx. In addition,
linear operator A generates dynamical systems on a string of other spaces related to
C". Hartman-Grobman’s theorem explains the importance of linear systems: every dif-
feomorphism or vector field locally conjugate to its linear part (i.e. it’s differential) at a
hyperbolic fixed point ([5], Theorem 4.1, p. 60).

(d) Combinatorics and graph theory: consider the linear system of difference equations

ri(m+1) = ar1z1(m) + ap2x2(m) + - - - 4+ a1 prp(m)

zo(m+1) = ag1z1(m) + agox2(m) + - - - + ag prp(m)

zp(m+1) = ap121(Mm) + anz2(m) + - - - + appxn(m)
This system may be written in the vector form X (m + 1) = AX (m), where

X(m) = [z1(m), za(m), -, x,(m)]T € R"
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and A = (a;;j). In graph theory and computer science, an adjacency matrix is a square
matrix used to represent a finite graph. The elements of the matrix indicate whether
pairs of vertices are adjacent or not. If A is the adjacency matrix of the directed or
undirected graph G, then the matrix A™ has an interesting interpretation: the element
(,7) of A™ gives the number of (directed or undirected) walks of length n from vertex ¢
to vertex j. If n is the smallest nonnegative integer, such that for some 4, j, the element
(,7) of A™ is positive, then n is the distance between vertex i and vertex j. This implies,
for example, that the number of triangles in an undirected graph G is exactly the trace
of A3 divided by 6.

This examples show the importance of matrix powers and roots. The aim of this work
is to presente a method for computing the powers and roots of any annihilated element
in a Banach algebra, and in particular, for square matrices. There are many methods
for computing A™, and AP for m,p € N (or m,p € Z when A is invertible) and square
matrix A, but there are not practical approaches. By the way, some of these methods
are efficient. We present a method that can be accurate and exact when the roots of
minimal polynomial and their repeated order are known. Also, we introduce the Jordan
and Hermite interpolation methods and compare this methods by our own way.

2. Preliminaries

Throughout the paper, A shows a Banach algebra with unity e, and w is an element
of A. If f(2) =ap+ajz+---+ayz™ is a polynomial with a; € C, there is not any doubt
about the meaning of the symbol f(w); it obviously denotes the element of A defined
by f(w) = ape + ayw + - - - + a,w"™. The question arises whether f(w) can be defined
in a meaningful way for other functions f? In fact, if f(z) = Z?O:o a;z’, is any entire
function in C, it is natural to define f(w) € A by f(w) = > 22, a;jwo’; this series always
converges. Another example is given by the meromorphic functions f(z) = 1/(a — 2).
In this case, the natural definition is f(w) = (ae — @w)~!; which makes sense for all w
whose spectrum does not contain «.

One is thus led to the conjecture that f(w) should be definable, within A, whenever
f is holomorphic in an open set that contains Spec(w). This turns out to be correct and
can be accomplished by a version of the Cauchy formula that converts complex functions
defined in open subsets of C to A-valued ones defined in certain open subsets of A. This
motivates the following definition.

Definition 2.1 For an open set 2 C C, let H(Q2) denotes the algebra of all holomorphic
functions on € in the complex plane. Then Aq = {w e A; Spec(w) C Q} is an open
subset of A (Theorem 10.20 of [7]). Define H(Ag) to be the set of all A-valued functions
f with domain Agq, that arise from an f € H(Q) by the formula

fie) = 5 [ £ e =) e (1)

where I is a closed contour that encloses the spectrum, Spec(w).

Definition 2.1 calls for some comments.
(a) Since inversion is continuous in A (Theorem 10.12 [7]), and T' stays away from

Spec(w), the integral in (1) is continuous; So that the integral exists and defines f(w)
as an element of A. The integrand is actually a holomorphic A-valued function in the
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complement of Spec(w). The Cauchy Integral Theorem implies that f(w) is independent
of the choice of I, provided only that I' surrounds Spec(w) in €.

(b) If @ = Ae for some A € €, the equation (1) becomes f(w) = f(A)e. Note that
A € Qif and only if Xe € Agq. If we identify A € C with Ae € A, every f € H(2) may be
regarded as mapping a certain subset of Aq (namely, the intersection of Aq with the one-

dimensional subspace of A generated by e) into A, and then, the equality f ( )= f(Ne

shows that f may be regarded as an extension of f. The mapping f — f is an algebra
isomorphism of H(2) onto H(Aq) which is continuous in the following sense:

Theorem 2.2 ([7], Theorem 10.27) If {fn}zozl

compact subsets of 2, then for every w € Aq, f(w) = limy, 00 fn(w). Moreover, if
g(z) =z and h(z) =1 in , then g(w) = w and h(w) =1, in Aq.

C H(Q) and f, — f uniformly on

Also, there is a relation between the spectral of w and J?(w) as follow:

Theorem 2.3 ([7], Theorem 10.28) Suppose w € Ag and f € H(Q).
(a) f(w) is invertible in A, if and only if f(A) # 0, for every A € Spec(w).
(b) Spec(f(w)) = f(Spec(w)).

An application of this symbolic calculus deals with the existence of roots and loga-
rithms. Note that an element @ € A has an n-th root in A if w = 9" for some ¥ € A. If
w = exp(V) for some ¥ € A, then o is a logarithm of . Although exp(w) = >_._, @l /3,
but the exponential function can also be defined by contour integration, as in Definition
2.1. The continuity assertion of Theorem 2.2 shows that these definitions coincide (as
they do for every entire function).

Theorem 2.4 ([7], Theorem 10.30) Assume that for some w € A, the spectrum Spec(w)
of w does not separate 0 from oco. Then

(a) w has roots of all orders in A,

(b) w has a logarithm in A, and

(c) if € > 0, there is a polynomial P such that ||w~! — P(w)| < e.

Moreover, if Spec(ww) NR™ = (), the roots in (a) can be chosen so as to satisfy the same
condition. In addition, for every p > 2, there is a unique p-th root ¥ of w such that
Spec(V¥) C {z € C; —7/p <arg(z) < 7r/p}. We refer to ¥ as the principal p-th root of
@ and write ¥ = w!/P.

These results are not quite trivial even when A is a finite-dimensional algebra. For
example, it is a special case of (b) that a complex n x n matrix A has a logarithm if and
only if 0 is not an eigenvalue of A; that is, if and only if A is invertible.

If some w € A satisfies a polynomial identity, i.e., if Q(w) = 0 for some polynomial
@, then f(w) can always be calculated as a polynomial in w, without using the Cauchy
integral as in Definition 2.1. If A is finite dimensional then this remark applies to every
w € A. Since in this case, the set {w"}>2, is a linearly dependent set. Also, when A
is finite dimensional, the polynomlal P Wthh mentioned in (c) can be chosen so that
P(w) = @w~!. Here are the details:

Theorem 2.5 ([7], Theorem 10.31) Let P(2) = (2 —A1)™ --- (2 — Ax)™ be a polynomial
of degree n = ny + --- 4+ ng, and  an open set in C, which contains the zeros Ay, - - A
of P. If A is a Banach algebra, w € A, and P(w) = 0, then

(a) Spec(w) C {1, A2, -+, Ak},

(b) to every f € H(Q), corresponds a polynomial @ of degree < n, and a function

g € H(), so that f(z) = P(2)g(2) + Q(2) and f(w) = Q(w),
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(c) If N #0fori=1,---,kand P(z) = ap+ a1z + --- + a,2", then w is invertible and

w = —a1/age — az/agw — - -+ — ap_1/apw""

An element w € A is called annihilated, if w satisfies the conclusion of Theorem
2.5; i.e., if there exist polynomial P for which P(w) = 0. The minimal polynomial of
an annihilated element w is the monic polynomial ¢ over C of least degree such that,
Y (w) = 0. By theorem 2.5, we conclude the following corollary immediately:

Corollary 2.6 Let A be a Banach algebra and w an annihilated element, and let f :
0 — C be defined on the spectrum of w where Q C C is an open set which contains
the spectrum of w. If ¢ is the minimal polynomial of w, then f(w) = p(w), where
p(z) € C[z] is the polynomial of degree less than deg(v)) that satisfies the interpolation
conditions:

PP (Ni(@) = f9N\i(w)),

where j =0,---,n; — 1 and n; is the repeated order of \;(w) € Spec(w) in 1.
Remark 1 The polynomial p in Corollary 2.6 is called the Hermite interpolating poly-

nomial of f, and it is given explicitly by the Lagrange-Hermite formula

k

OEDY Z ¢a> =27 T =20 (2)

i=1 ri

where ¢;(t) = f(t)/]1;4(t —X)™. When the minimal polynomial ) has distinct roots
(n; =1, k =n), this formula reduces to the familiar Lagrange form

Corollary 2.6 explicitly makes f(w) a polynomial in w. It is important to note, however,
that the polynomial p depends on w, through the values of f on the spectrum of w, so it
is not the case that f(w) = p(w), for some fixed polynomial p independent of w.

There is a well-known approach which gives an algorithm for computing the power
of any annihilated element w € A, and in particular, the power of any square matrix.
Actually, this approach can be derived from Corollary 2.6, with f(z) = z™. By this
assumption, we obtain an unique and closed form for @™ with m > n, where n is the
degree of the minimal polynomial of w. Hence, the m-th power of w, and inductively
all higher powers, are expressible as a linear combination of e,w,--- ,w™ . Thus, any
power series in w can be reduced to a polynomial in w of degree at most n — 1. This
polynomial is rarely of an elegant form or practical interest. For every m, this polynomial
can be presented as

w" = pn_l(m)w”_1 + pn_g(m)w”_2 + ...+ pi(m)w + po(m) (3)

and has several applications.

In special case, when A = M,,(C) for some n > 2, there is another approach which
gives A™ for A € M,(C) and m > n. This approach based on the Jordan Canonical
Form. Denoted by A1,---, Ax the distinct eigenvalues of A, and let n; be the repeated
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times of the eigenvalue \;. It is a standard result that A can be expressed in the Jordan
canonical form

Z7'AZ = J = diag(J1, Ja, -+, i), (4)
where for each i = 1,2, -+ , k, we have
A 1
i
Ji = Ji(N\) = € M, (C)
i

The transforming matrix Z is nonsingular and is not unique. But the Jordan matrix J
is unique up to the ordering of the blocks J;. The function f is defined on the spectrum
of A if the values fU)()\;) for j = 1,2,--- ,n; and i = 1,2,--- , k exist. They are called
the values of the function f on the spectrum of A.

Theorem 2.7 ([2], Theorem 1.12]) Let f be defined on the spectrum of A € M,,(C) and
let A have the Jordan canonical form (4). Then

F(A) = Zf())Z7" = Zdiag(f(J;)) 271, (5)

where for every ¢ = 1,2,--- | k, we have

(ng—=1)( ).
FOW) F) - L=

To provide some insight into this theorem, we make several comments.
(a) The expression yields an f(A) that can be shown to be independent of the particular
Jordan canonical form that is used. If A is diagonalizable, then the Jordan canonical form

reduces to an eigen-decomposition A = ZDZ~!, with D = diag()\;), and the columns

of Z are the distinct eigenvectors of A. Then, Theorem 2.7 yields f(A) = Zf(D)Z~! =
Zdiag(f()\z-)) Z L

(b) In most cases of practical interest, f is given by a formula, such as f(z) = e?,
f(z) = 2™ or any other complex valued function. However, Theorem 2.7 requires only
the values of f on the spectrum of A; it does not require any other information about f.
Indeed any arbitrary numbers can be chosen and assigned as the values of f (j)()\i). It is
only when we need to make statements about global properties such as continuity that
we will need to assume more about f.

(c) Finally, we explain how (6) can be obtained from Taylor series considerations. Write
Ji = \il; + N; € M,,,(C), where N; is zero except for a superdiagonal of 1s. In general,
powering IN; causes the superdiagonal of 1s to move a diagonal at a time towards the
top right-hand corner, until at the n;-th power disappears: N, = 0; so N}, is nilpotent.
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Assume that f has the following convergent Taylor series expansion

(m)( ).
F(0) = FO) + PO~ A+ TRy

m)

By substituting .J; for ¢, we obtain the following finite series, since all powers of N; from
the n;-th onwards are zero.

7 (ni=1)( ).
() = FOO L+ ') (Ji = ML) + - + M(Ji — NL)™

This expression is easily seen to agree with (6). In a particular case, if we take f(z) = 2™

for some m > n, the expression in (6) becomes

AP mAT T (AT
(J,()\l)) = 3 . (7)
. m)\;”fl
A

Now, substituting (JZ(AZ))m in (5), we get a closed form for A™. Although the expression

(5) looks different than (3), but multiplying Z and Z~! in f(.J), the final expression for
A™ is agree with (3). In the next section, we give our method to conclude the formula (3);
moreover, we are going to determine the coefficient functions p;(m) in the independent
way from Hermite interpolation.

3. Main Results: Power, Inverse and p-th root

As we mentioned before, we give another way to obtain (3). In this new way, we use
the difference equations and also we do not need to use the derivation compare with the
Hermit interpolation. Moreover, we apply this closed form to find out the roots of an
annihilated element in a Banach algebra. At the first, we need the following theorem:

Theorem 3.1 [10] Let sequence {a,} satisfies the recurrence relation
colp + C1Gpn—1+ ...+ Cn—m =0,

where ¢y # 0,¢, # 0 and 1 < m < n. If Aq,..., \x be distinct roots of the equation
cor™ + 1™ 4+ . 4 12 + ¢ = 0. Then
an = (011 4+ cqon + ... + app,n™ AT
+ (a21 + agon+ ...+ agmlnm271)>\g

+...+(ak1—|—ak2n—|—...—|—akmknmk—1))\z, (8)

where m; is the repeated times of the root A\; and each «;; is any complex number.

Let @ be an annihilated element in Banach algebra A, and it’s minimal polynomial
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be as follow:
P(z) = 2"+ ap12" 1+ .. +arz+ag (9)

By the definition, @w"” = b,_1w" ! + ... + byw + bpe, where e is the unity of A, and
b; = —a; for i = 0,1,...,n — 1. Our aim is to present an approach to calculate w™ for
every m € N and m > n (also for every m € Z whenever w is invertible) in general.
Considering (3) and multiplying by w, yields:

@™ = pp_1(M)@” + pr—a(m)@" " + .+ pr(m)@® + po(m)w (10)

By substituting (9) in (10) provides:

m+41 n—1

w = (bn—lpn—l(m) +pn—2(m)>w

+ (bn—Qpn—l (m) + pn—S(m))wn72

+ -+ (bipn—1(m) + po(m))w + bopn—1(m)e. (11)
In other hand, changing index m to m + 1 in (3) gives:
o™ =p, 1 (m+ D)@ 4 ppa(m+ D)@ 24+ pi(m 4 Do + po(m + 1e. (12)

By comparing (11) and (12), one can give the following equations:

pnfl(m + 1) = bnflpnfl(m) + Pn—2 (TTL), (13)
Pn—i (’I’)’L + 1) = bnfipnfl(m) + pnfifl(m% (14)
p2(m + 1) = bapp_1(m) + p1(m), (15)
p1(m+1) = bipp—1(m) + po(m), (16)
po(m + 1) = bopp—1(m). (17)

From (17), po(m) = bopp—1(m — 1). Substituting this relation in (16) gives:
p1(m) = bipp—1(m — 1) + bopp—1(m — 2). (18)
By substituting (18) in (15) yields:
p2(m) = bapp—1(m — 1) + bipp—1(m — 2) + bopp—1(m — 3).
Similarly, for the index i one can easily get the following equation:

pi(m) = bipp—1(m —1) 4+ ...+ bipp—1(m — i) + bopp—1(m —i — 1)
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and for the index n — 1,
Pr—1(m) = bp—1pp-1(m — 1) + ... + bipp—1(m — n — 1) + bopn—1(m — n).
According to the above discussion, the equations (13)-(17) can be reformulated as follow:
po(m) = bopn—1(m — 1),

p1(m) = bipp—1(m — 1) + bopp—1(m — 2),
p2(m) = bapp—1(m — 1) + bipp—1(m — 2) + bopp—1(m — 3),

pi(m) = bipp—1(m —1) 4+ ...+ bipp—1(m — i) + bopp—1(m —i — 1),

Pn—1(m) = bp_1pp—1(m —1)+ ... + bipp—1(m —n — 1) + bopp—1(m — n).

By using the last equation of (19) and the fact that b; = —a; (i = 0,1,...,n — 1), we
have

Prn—1(m) + apn—1pn—1(m — 1)+ ...+ a1pp—1(m —n — 1) + appp—1(m —n) = 0.  (20)

By computing the p,_i(m) of (20) and the other p;(m) for j =0,1,...,n—2 of (19), the
@™ is obtained. In fact, the characteristic polynomial for the recurrence relation (20) is

Mt ap 12" 4+ aiz+ag=0. (21)

One can see (21) is equal to the minimal polynomial of @ as in (9). Now, based on
Theorem 3.1, p,—1(i) for ¢ > 1 can be found. Here, if Aj,..., A\ for 1 < k < n are
distinct roots of (21) and each A; has multiplicity n;, then Theorem 3.1 implies

Pa-1(m) = (afy™" U4 alm Dmm=xp

(n—
+agy In,

+ (agll*l) + aggfl)m +...+ aggl)m"rl))\g”
+o oy s mt L al mm AR, (22)

(n=1)
ij
recurrence relation. In fact, p,—1(n) = —ap—1, pp—1(n — 1) = 1, and p,—1(z) = 0 for
i =1,2,...,n — 2. Now, by substituting p,—1(m) into (19), the other p;(m) for j =
0,1,...,n — 2 can be found. Therefore, by using (3), @™ for m € N is computed. The
other p;j(m) for j =0,1,...,n — 2 are obtained as the same as p,—1(m) in (22), i.e.,

where each « is a complex number and determines from the initial condition of

pi(m) = (af) +affm +... +aff, m™ A

In,
+ (ozg) + a%)m + ...+ agj) m”rl))\’;

N2

4+ (al(cjl) —|-04§€]‘2)m—|— —i—Oé;Cszkmnk_l))\Z]- (23)
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w™ can be shown in another way different from (3). In fact, if we substitute p,_1(m)

and the other p;(m) for j =0,1,...,n — 2 into (3), then

(n—1)

w" = [(a&?fl) + aggfl)m +.. tag,, mm D"

+ (o) + afYm+ ...+l mm e AT

+{@f ™ +aly Vmt L+l Vmm e

+ (agi) + agg)m 4+ ...+ ago) m”2_1)])\’2n

Up]

+ [(a,(g_l) + ag_l)m +...ta

+ (ozgﬁ) + ozg;)m 4+ ...+ a,(c(;)km""‘_l)e]/\?.

(n—1)

np—1 n—1
P (U LoV S

By classifying and summarizing the above equation, @™ can be written briefly as follows:

@™ = (MM TN S 4 (MM TN S 4. 4 AUS T,
+ (mm*l)\gn)Sm + (m”2*2/\§”)522 + ...+ )\gnSQnQ
4o (MM TN Sky A (M TN Sk A AT Sk (24)

where S;; are the linear combinations of {w* ?;01, ie.,

-1 _ -2 - 0
Sij = agzi_}ﬂw" 1y agzi_gﬂwn 24+ agn)i_jﬂe. (25)

Remark 2 For some annihilated element w and applying the following minimal polyno-
maial

P(2) = 2" + ap_12"

+...+ a1z + ap,
we have ag = a1 = - -+ = a, for some 0 < r < n—2. Hence, the relations (13)-(17) imply
po=p1=---=pr =0 and so

n—2 r—+1

@" = pu1(M)@" " + ppa(M)@" 2 + ..+ prya(m)w
In such a situation, p,—1(m) can be derived by the initial values pp—1(r) = pp—1(r+1) =
Pn-1(n—2) =0, pp_1(n —1) = 1 and pp—1(n) = by—1. Actually, in this case, there is
no polynomial Q(z) so that represent @™ as superposition of e,w,--- , "L, for which
e,w, - ,w having non-zero coefficient (since the minimal polynomial of w has the
factor 2", and any other polynomial Q with Q(w) = 0 should have this factor).

Remark 3 Although (23) gives the canonical form of pj(m) for j = 1,2,--- ,k and

m > n, but in most situations, we do not need to determine the exact values of al(]r) We
can use the identity

pi(m) = bjpp—1(m—1)+...+bipn_1(m—73)+bopp—1(m—j—1), (1<j<n-—-1) (26)
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and pj(m) can be derived from pp—1(m—1),pp—1(m—2),--- ,pp—1(m—73), Pn—1(m—3—1).
In other word, to compute w™, we just need to compute pp_1(m), pp—1(m—1),pp—1(m—
2), -+ ,pp—1(m—73),pn—1(m—3—1). Then, (26) gives other p;j(m)s. Actually, to compute

pj(m) by (23) ( for szmplzczty, ignore the necessary calculations to obtain a ) we must
have k(m + 1)+ > ™ (s H) summers and multiplications; and taking sum over j, at
least we have n <k(m + 1) +> 0, w) operation. But using the recurrent relation

(26) to drive pj(m), we need 2(j+1) operation; and w™ obtain by (n+1)(n+2) operation.
This reduction in computations is due to recurrent relationships between p;(m)s i.e. (19).
However, in the Hermite interpolation or Jordan canonical method, our results are the
ezistence of pj(m) and Corollary 2.6 or Theorem 5 does not give any information about
the relations between pj(m)s.

Remark 4 If w € A satisfies the conclusions of Theorem 2.5 (c), then

-1

w = —ai/age — as/agw — - - — 1/agw™ L.

In this case, we have po(0) = 1 and p;(0) = 0 fori = 1,2,...,n — 1. Thus, (13)-(17)
change as follow:

po(0) = bopn—1(—1) =1

p1(0) = b1pn—1(—1) +po(—1) =0

(27)
Pn—i(0) = bp—ipn—1(—1) + pp—i—1(-=1) =0
Pn—1(0) = bp-1pn-1(=1) + pn—2(=1) = 0.
This implies p;j(—1) = —aj+1/a0 with assumption a, = 1. Thus,
@ = pao1 (D)@ T 4 ppoa (1)@ 4 (L)@ + po(—le,  (28)
which means the expression (3) is also valid for m = —1. In fact, when w is invertible,

(3) is wvalid for all m € Z. This can be done by induction; let for some m < 0, we have
@™ = pu_1(m)@" " + pa_a(m)@" 2 + -+ + pr(m)w + po(m)e. (29)
By multiplying (29) in ™!, we get that
@ = puo1(M)@" 2 4 pa—a(m)@" " 4 -+ pr(m)e + po(m)w . (30)

By substituting (28) in (30), we have

w" = bloll’o(m)w"1 + lZ;lpO(m) +po—1(m))w"
++ (_b?po(m) +pa(m))w + (_bi)lpo( ) +p1(m)) (31
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Now, (13)-(17) imply that _bﬁf'po(m) +pi(m) = =bipp—1(m — 1) + pi(m) = pi—1(m — 1),
which means (31) can be written as

o™l = Prn—1(m — 1)w”*1 + pr—a(m — 1)w”*2 + -+ pi(m—1)w+ po(m — 1e.

This statement about m < 0 is the consequences of equations (13)-(17); i.e. these equa-
tions are valid even for m < 0, enabled us to conclude the expression (30). The functional
equations (13)-(17) are valid for every m € R. So, one would expect that for every x € Q,
w”® = Z?:_ol pi(x)w®, and this is what the next theorem says:

Theorem 3.2 Let w be an annihilated invertible element of Banach algebra A and
consider the closed form of @™ in (29). Then, for every p/q € Q, @?/? has the following
representation:

n—1
@ =" piq/p)=’ (32)
=0

Proof. Since w is an annihilated invertible element, by Theorem 2.4 (a), w has roots of
all order in A. Suppose that 1 is one of this p-th roots. Also, Theorem 2.3 and 2.5 implies
that each eigenvalue of ¢ is an p-th root of some eigenvalue of w. Therefore, using the
expansion (24), 97 for every g € Z can be written as the following form:

Wl = <qd1_1()\f )q> Ui + <qd1_2()\{' )Q> Uiz + ...+ (\]))U1a,
# (A 10D7) O+ (2007 O+t (00
Lo <qdk—1(x,g)q> Up1 + <qdk_2()\,§)q> Uz + -+ (A)Wia,  (33)

where U;; has the same definition as (25). Put ¢ = mp for m € Z. Thus, we have

1

70 = (om0 0+ (o208 U+ 00, (3
T <<mp>d2—1<xé’>mp) Vs + (<mp>d2—2<A§>mp) Usa -+ (A ™ Uaa,

bt (D™ ) Ui+ ()™ O™ ) G b ot () U

1

By considering 9™ = (¢¥P)"™ = w™ and ()\];)mp = A" for j =1,2,...,k, we have

w" = (mdl_l)\’f‘)(pdl_l)Uﬂ + (mdl_Q)\?’l”)(pdlﬁ)UlQ + ...+ A Uqg,
+ (mdz_l)\gn)(de_l)Um + (md2_2)\£n)(pd2_2)U22 + ...+ )\gnUgdz
+ o (BTN ™ YUt + (m* 2N (0% ) Uk + - -« + AUk, (35)

Here, by comparing @™ in (24), (35) and the uniqueness representation of w” in the
terms of its eigenvalues, we have d; = n; and U;; = Z%Sij. Substituting (35) in (33)



M. Ghorbanzadeh et al. / J. Linear. Topological. Algebra. 07(01) (2018) 21-38. 33

and summarizing yields:

q

)dlflsll + (%)d172512 + ...+ Sld1> )\f

<(Z)d2—1521 + (%)d2_2522 +...+ Sgdz) S

_ (i
= sz<p) . (36)

Remark 5 Theorem 3.2 requires some comments.

(a) In Remark 3, if m is an integer, then the recurrent relations (26) can be used to reduce
the computations. But in the case m € Q, we have to calculate p,_1(-) as in (22) and
then the other p;(-)s can be derived from (26). However, (26) still is useful in reducing
the computations in comparison with Hermit and Jordan methods for p-th roots.

(b) In the case A = M, (C), where M, (C) is an n x n nonsingular matriz with k distinct
eigenvalues. Then it has p* distinct p-th roots ([2], Theorem 7.1 p. 173). The principle
p-lth root of the non-singular matriz A can be obtained by taking the principle branch of

)\]; in (36) for j =1,2,... k. Furthermore, the other p-th roots are given by taking the
other branches of )\J; in (36). Hence, all the p* distinct p-th roots are accessible.

Example 3.3 In this example, we consider the following non-diagonalizable 10 x 10
matrix A, and calculate A™ using all three methods which we described.

(1 11-21-12 -2 4 =37
-123-42-24 -4 8 —6
-105-53-36 -6 12 -9
-103-44-48 —8 1612
-103-65-410-1020 —15
-103-62-212-1224 —-18
-103-62-515-1328 —-21
-103-62-512-1132 -24
-103—-62-512 —14 37 —26
|—103 —-62—-512 —14 36 —25]

(a) The Jordan canonical method: the Jordan block structure of a matrix is difficult to
determine, since the set of n x n diagonalizable matrices is dense in M, (C), and thus,
small changes in a matrix can radically alter its Jordan form. Golub and Loan [[1], p.
248] illustrate the difficulty of calculating the Jordan canonical form of the matrix A.
Also, Li et al. [3] used the algorithm (based on symbolic computation) to obtain the
Jordan canonical form of A. They obtained the minimal polynomial of A as follow

(z) = 25 — 1325 + 692% — 19123 + 29022 — 2282 + 72 (37)

and then, using the symbolic computations (which are very difficult and long), they
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found the Jordan canonical form J = diag(213+ N3, 31+ Na, 1,215+ No, 312 + Na) of A.
However, their method is unable to compute the matrix Z € Mjo(C) which Z71AZ =
J. To conclude Z, assume that we are written J = diag(J(A1),---,J(\x)), where for
i =1,---,k and J(\;)) € Mg, «q,(C) denotes the Jordan block corresponding to the
eigenvalue \; and d; is the repeated order of \; in the characteristic polynomial of A.
Moreover, suppose that Z = [Z1, Zs, -+ , Zg], where Z; € M, «q4,(C) are the columns of
Z associated with i-th Jordan block J(\;), which AZ; = Z;J;. Let v; js are the columns
of Zi and Zi = [’1)2'71,1}1'72, e ,'l}@m]. Then A’UZ'J = AZ”UZ‘J and Avi,j = Uz‘,j—l + /\i'Ui,j for
t=1,2,--- ,kand j = 1,2,--- ,n;. The vectors v; ; are called generalized eigenvectors.
v; 78 can be found by following algorithm:

(1) Solve (A — AiI1p)vi1 = 0. This step finds all the eigenvectors associated with A;. The
number of eigenvectors depends on rank(A — \;I1o). For example, if rank(A — \;I19) =
n — 1, there is only one eigenvector.

(2) For each independent v;; from (1), solve (A — A;il19)vi2 = v;1. The number of
linearly independent solutions at this step depends on rank(A — \;I19)?. If, for example
rank(A—M\;I19)? = n—2, there are two linearly independent solutions to the homogeneous
equation (A — )\1-[10)211@2 = 0. One of these solutions is v;1; since (A — )\illo)2vi,1 =
(A — Xil19)0 = 0. The other solution is the desired generalized eigenvectors.

(3) For each independent v; 5 from step (2), solve (A — Xil10)v;3 = v;2 and continue until
the total number of independent generalized eigenvectors v; 1, - ,v;p, found.

Unfortunately, this natural-looking procedure can fail to find all Jordan vectors. For
more extensive treatments, see, for example, [4] and [6]. Determination of eigenvectors
and generalized eigenvectors is obviously very tedious for anything beyond simple prob-
lems (n = 2 or 3, say). Attempts to do such calculations in finite-precision floating-point
arithmetic, generally prove unreliable. There are significant numerical difficulties inherent
in attempting to compute the Jordan canonical form.

In the best situation, for n X n matrix, we can find Z with the algorithm described
above, by solving at least n non-homogeneous linear system of n variables and n equa-
tion, which their coefficient matrix is not invertible. If we use the L — U-factorization
method or Gaussian elimination method to solving each system of equation in the above
algorithm, it can be shown that the number of computations has the order O(n3) [[8],
page 56]. And so, the number of whole computations for finding Z, is at least from
order O(n?). In addition, we did not concluded the computations for finding the Jordan
canonical form.

(b) Hermite interpolation method: using the minimal polynomial of A in (37), we have
)\1 = 1, ny = 1 and Qf)l(t) = %

M=2ny=3 and éa(t) = gorbaege

A3=3,n3=2 and ¢3(t)= %

Doing the arithmetic computations, we obtain

¢1(1):f%
¢3(3) =35 and ¢4(3)=3m(2 - 1)
$2(2) =2, $h(2) =2™(Z +1) and ¢57(2) =2 (™ 4 3m 4 y4)
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Assume that for i = 1,2, 3,

n;—1 )
o) = | 30 =60 -2 | [ T - A
j=0 7" r#i
Then
Bu(t) = ~(t— 2P(t - 3
By(t) = 3™ (5 + (2 — Dt —3)) (t — (e — 2
By (t) = 27 (1 F () (E—2) + (4 3m 4 9) (- 2)2) (t—1)(t —3)?

which can be written as:

1
Pi(t) = — (t° — 12¢ + 57¢3 — 134¢% + 156t — 72) ,

m 7 13m 287

35

om 3Tm 277
a0 =3 (5 = D s = et (52 - 2 - (3 - 2
4
+3m <(3m — 120)t — 4m + 46> :
2 11m? 2 ATm? 1
¢2(t)=2m<(n;+?+2)t5—( ;n +%+21)t4+(7;n +O§m+86)t3>
2 1
—2m<(97;n +745m+172)t2—(12m2+332m+168)t+3m2+Zm+63>.

Now, the Hermite interpolation polynomial is

p(t) = @1(t) + D2(t) + P3(t)
= ps(m)t° + pa(m)t* + ps(m)t® + pa(m)t* + p1(m)t + po(m)

where
3m  m? 7 1
= (24 "+ )2 4 (— — )3 — =
ps(m) = (2+ =+ )2 + (= = 3" —
29 11m? 5
pa(m) = (=21 — 221~ M yom 4 (18— 2ygm 4 3.
8 8 3
105m  4tm? .~ 13m 287 .. 57
p3(m) = (86 —= T3 )2 + (? - 7)3 -
175m  97m? 277 3Tm 67
= (—172 - —— — M (- - )3 —
33 34
p1(m) = (168 + Tm +12m2)2m + (Tm —120)3™ — 39,
9 9m?
po(m) = (=63 — = — 2 )om 4 (46 — 4m)3™ + 18,

2 2
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Thus,

A™ = p5(m) A° + pa(m) A* + p3(m) A + pa(m) A + p1(m) A + po(m) Lo. (44)
Rewriting (44), we can find the representation (25) which we described in Theorem 3.1

AT = (m2(2)m)511 + (m(2)m)512 + (Qm)Slg + (m(?))m)SQl + <3m)522 + S31,

where
1 11 47 97 9
= A At A3 A% 1241
Su =g g4t g4t 9 10
3 29 105 175 33 9
= CAD T A  EA  TA2 A OT
S12=3 g4t g Ut 910
Si3 = 2A4°% — 21A% + 864 — 17242 + 168A — 6314
1 5 13 37 34
Sop =A% — SA 4 243 AT A4
276 34 T3 34 T3 10
2 2
Sog = —2/15 +18A4% — %Ai‘ + gAQ — 129A + 46119

1 57 67
Ssq = —ZAE’ +3A% — ZA?’ + 3A2 —39A + 18119

One of difficulties of this method is calculating qﬁl(-j)s forj=1,---,n;andi=1,--- k.
For each i =1,2,--- |k, we can write

¢i(t) =t [Jt—A)

r#£i

Using multinomial formula of general Leibnitz rule, we get that

ZUURD DR SR COLE) | (R WSS
Pibetra=f S g7#i
1

i

77or1- The number of calculation works for obtaining @;(t) is at

where (ler) =
least from order O(n}); and the whole calculation is at least from order O(s?), where
s=ni1+ne+---+n4.

The other difficulty is involving symbolic calculations with polynomials, rational func-
tions of polynomials and their product or differentials, which are boring and nerve-
racking.

Our method: we first give some description about computation works of our method,
and some explanations for obtaining the functions p;j(m)s. Assume that the conditions
of Theorem 3.1 are satisfied. By relation (23), for j =0,1,--- ,n — 1, we can write:

Dy (m) = (Ozj71’1 + Qj12Mm + ...+ aj71’n1mn1—1))\'in
+ (o1 + ajoam+ ...+ ajon,m™ AT

+ -+ (aj,k,l +ajgom—+...+ aj’k’nkmnk_l)AZL (45)
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According to (44), pj(q) = 0 for ¢ # j,n —1; p;(j) = 1 and p;(n — 1) = —a;. By this
initial values, o, 4s must satisfies the linear system of s equations in s variables:

M AL o AL e PYRED R A A C o] o0 T
A2 2X2 ... 2hp2 L A2 2X% .- 2dk,—1>\’2c Qdk)\z @12 0
A3 3A3 . 3hNd L A O3NS .. 3demIng 3k )3 : :
. aj717n1 0
N A e GBI NN ]drl)\gg jdk)\-]]c a’- 0
Jk,1
Do . : : Do . : : Qj k2 :
)\fll d)\‘f ddl)\% ...... )\z d)\ﬁ ddk_l)\g ddk)\z : 0
AT nAT - nd\p A pAR - pdeml\n ndk)\z_ | ke | —Cp—1]
whered =n—1landd; =n;—1fori=1,2,---  k, and 1 appears in the j-th coordinate in

the right hand of equality. Invertibility of coefficient matrix follows from the uniqueness
of Hermite interpolation polynomial. Assume that we are written the above system in
the form ng = Qj, where C'is the coefficient matrix, a;is the matrix of unknown a;; ,s,
and b; is the constant terms matrix. Moreover, let Cc1l= (ciy)ir=1 be the inverse of C.

Then

11 ] [ C1,j — Gn—1Cln i
aj»172 627‘7 - an—lc2,n
Qj,1,n, Cny,j — Gn—1Cnyn
— . — 1y
Q5 k.1 Cn—ng,j — An—1Cn—ny,n
Q5 k.2 Cn—np+1,5 — An—1Cn—ny+1n
L5 ke, L Cn,j — An—1Cnn .

It can be shown that for every s x s matrix, the number of computations for obtaining it’s
inverse by Gaussian elimination method, has the order O(s%) ([8], page 57). Then, each
a; can be concluded by 3s computation and whole a;s are derived by 352 computation.
Thus, all the computations which we need to drive p;(m)s has the order O(s?), which is
so less than Hermite interpolation and Jordan methods.

In the special case, for the matrix A which introduced above, the coefficient matrix C
and the constant term matrix b are as follow:

[2 2 2 3 3 1] 0 1 0 0 0 O]
4 8 16 9 18 1 0 0 1 0 0 0
o | 824 72 27 811 p— |0 0 0 1 00
16 64 256 81 324 1 ’ z 0 0 0 0 1 0
32160 800 243 12151 0 0 0 0 0 1
64 384 2304 729 4374 1 —72 228 —290 191 —69 13
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Then, by the relation o = C~'b, we obtain

050’171 0417171 CM27171 Oz37171 Q411 Q51,1 _—63 168 —172 86 —21 2
Qp1,2 A1,1,2 0212 31,2 Q4,12 0512 —§ % —% % —ﬁ %
1,3 (1,13 @213 @313 Q413 Q513| | —5 12— B 8 B
Q21 Q121 X221 321 21 0521 | 46 —129 % —% 18 —%
Qp22 122 (222 322 (422 522 —4 3—? —5_;,—7 1—253 —g %
| 0,31 Q1,31 Q2,31 3,31 Q43,1 X531 | |18 -39 & 5T 3 —1]

which is agree with equations (38)-(43). As we mentioned before, the computation works
in the Hermite method is at least O(s%), and in Jordan method (in the best case, when
the numerical problems dose not occur) is at least O(n?). But in our method, we reduced
the number of computation works to O(s®). Another advantage of this method to the
Jordan method, is that we do not need to obtain the Jordan canonical form. Also, we get
the same result just by solving one non-homogeneous linear system which the coefficient
matrix is invertible, instead of solving n non-homogeneous linear system of n variables
and n equation, which their coefficient matrix is not invertible. The other preference
than Hermite interpolation method, we can say that in this method, we removed the
boring symbolic calculation with polynomials and rational functions of polynomials and
their differentials; and we obtained the same answer as Hermite interpolation method.
In other word, we replaced the nonlinear computation of Hermite method, by the linear
computations, and we reduced the question to finding out the answer of a linear system
of equations.
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