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          Abstract 

Multivariate control charts such as Hotelling's T 2 and � 2 are commonly used for monitoring several related 

quality characteristics. These control charts use correlation structure that exists between quality characteristics 

in an attempt to improve monitoring. The purpose of this article is to discuss some issues related to the G 

chart proposed by Levinson et al. [9] for detecting shifts in the process variance-covariance matrix. They use a 

G statistic which is distributed as a chi-square with p(p+1) / 2 degrees of freedom where p denotes the number 

of variables under study.  The authors show through simulation that the chi-square distribution only holds for 

certain cases. The results could be important to practitioners who use G chart for monitoring purposes. 
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1. Introduction 

Multivariate control charts are widely used in prac-

tice to monitor the joint performance of several re-

lated quality characteristics. Many authors have pro-

posed quality control procedures for several related 

variables and contributed to the development of mul-

tivariate quality control.  Mason et al. [12] summa-

rized many of these developments. Mason et al. [11] 

and Linna et al. [10] give more recent work. Many 

authors have contributed to the development of mul-

tivariate control procedures for monitoring shifts in 

the variance-covariance matrix. Work in this area 

includes that of Alt [1], Healy [4], Levinson et al. [9], 

Aparisi et al. [2] and Khoo [7]. The purpose of this 

article is to summarize the conditions and the conse-

quences regarding the use of the G statistic consid-

ered by Levinson et al. [9] for detecting shifts in the 

covariance matrix of several quality characteristics. 

The authors show via simulation that the assumption 

of chi-square distribution for the G statistic is not al-

ways true.  

Some basic concepts of the G chart along with hy-

pothesis testing for covariance matrix are reviewed in 

Section 2. Section 3 presents several numerical exam-

ples. The concluding remarks are given in Section 4. 

2. Evaluating equality of two covariance matrices 

Suppose the output quality of a production process 

can be measured by the joint level of p  

correlated quality characteristics. Further suppose    

X = (X1, X2, …. , Xp)� is a 1×p  random vector 

whose
th

j element is the 
th

j  quality characteristic of 

interest.  

It is assumed that X follows a p-variate normal dis-

tribution with mean � = (�1, �2, … , �p)� and covari-

ance matrix �.  

Let X1, X2, … , Xn be a random sample of size n of 

these quality vectors. Hence, X = ( X 1, X 2,…, X n)' 
can be used as an estimate of the mean vector.  

Two common estimators for the covariance matrix 

� are S1 and S2 which are calculated using the full 

data set and the mean square successive differences, 

respectively.  

The following equations show the respective pro-

cedure for calculating S1 and S2: 
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where 1n  and 2n  are sample sizes from populations 

1 and 2, respectively. To test the equality of two co-

variance matrices, i.e.�H0:� 21 ΣΣΣΣΣΣΣΣ =  vs. H1:� 21 ΣΣΣΣΣΣΣΣ ≠  

(assuming 21 µµµµµµµµ = ),�Kramer and Jensen [8] showed 

that under the null hypothesis, the G statistic defined 

as 2.3026mM  follows a chi-square distribution with 

p(p+1)/2 degrees of freedom, where: 
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where 1V  and 2V  are sample estimates for the popu-

lation covariance matrix � obtained using S1 in 

Equation (1). The null hypothesis is rejected when 

one of the following conditions are met: 

 
2

2/1,2/)1(3026.2 αχ −+> ppmM ,  

2
2/,2/)1(3026.2 αχ +< ppmM , 

 

indicating that the two samples come from two popu-

lations with different covariance matrices. The con-

cept of the G statistic was first proposed by Box [3]. 

He shows that the G statistic approximately follows a 

chi square distribution when both 1V  and 2V  are in-

dependent estimates obtained for population covari-

ance matrix � using Equation (1). Levinson et al. [9] 

expanded his concept to explore the question of 

whether or not the process covariance matrix changes 

over time. They use a control chart approach to inves-

tigate the stability of a process with respect to covari-

ance matrix. This approach can be used in conjunc-

tion with a 
2

T control chart to specify whether a sig-

nal generated by the 
2

T control chart is due to a shift 

in the mean vector or covariance matrix. This proce-

dure is analogous to the approach used in univariate 

control charting. For more information on 
2

T control 

chart see Montgomery [13]. Based on their proposed 

procedure, a shift in the process covariance matrix 

has occurred if the G statistic based on 1V  and 2V  

computed from Equation (1), fall outside the control 

limits of a chart constructed using quantiles of a chi-

square distribution with p(p+1)/2 degrees of freedom 

and a desired false alarm rate. The center line of the 

chart is the median or the 50
th

 percentile of the chi-

square distribution with p(p+1)/2 degrees of freedom. 

The center line may be used in conjunction with run 

tests as another indication of process change. In an 

example, they used 40 samples of size 6 from a 5 

variate normal distribution and considered Equation 

(1) to estimate the 
th

i sample covariance matrix de-

noted by 2,iV for i=1,2,…, 40. The average of 2,iV  

values denoted by 1V is replaced in the following 

equation  to compute the G statistic for the 
th

i sample: 
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Since 1V and 2,iV  in Equation (6) are not inde-

pendent, it can be shown that the G statistic does not 

follow a chi square distribution with p(p+1)/2 de-

grees of freedom  and as a result leading  to improper  

conclusions. Sullivan and Woodall [17] mathemati-

cally show that both S1 and S2 are unbiased estima-

tors for the covariance matrix � and it can be shown 

that S1 in comparison to S2 has smaller mean square 

error. Hence, one should question if the results ob-

tained for the G statistic computed using the proce-

dures proposed by Kramer and Jensen [8] and Levin-

son et al. [9] yield the same results. This issue is in-

vestigated in the next section.  

3. Distribution of the G  statistic 

In this section, the distribution of the G statistic is 

investigated through numerical simulation. The au-

thors considered the following three different scenar-

ios for computing the G statistic:  
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• Both 1V  and 2V  are the estimates for S1 cal-

culated from Equation (1), (henceforth re-

ferred to as S1-S1). 

• 1V  is calculated from Equation (1) and 2V  is 

calculated from Equation (2), (henceforth re-

ferred to as S1-S2). 

• Both 1V and 2V  are calculated from Equation 

(2), (henceforth referred to as S2-S2). 

 

The results are presented for 10,6,321 == nn . For 

each case, a subgroup of size in  from a p-variate 

normal distribution with mean vector µ and covari-

ance matrix � is generated and the G statistic is com-

puted. This process is repeated 15000 times and the 

values for the G statistic are recorded. Based on the 

recorded data the distribution of the G statistic is 

evaluated using Anderson-Darling goodness of fit test.  

For the sake of simplicity, the authors consider 

cases where p is equal to 2 [14], 3, 4 [16] and 5 [9]. 

For each case, the proper mean vectors and covari-

ance matrices are used (Table 1).  

The p-values corresponding to the Anderson-

Darling statistic are shown in Table 2. Levinson et al. 

[9] assumed chi-square distribution for the G statistic 

when p and n possess values equal to 5 and 6, respec-

tively. However, results in Table 2 do not approve 

such a thing. According to Table 2, in some cases of 

S1-S1 such as n=6, p=2 and n=10, p=3, the distribu-

tion of the G statistic is chi-square and for the other 

cases, namely S1-S2 and S2-S2, the G statistic dose 

not have chi-square distribution in any case.  

For the case of comparing variances of two popula-

tions when p is equal to 2, Pearson and Wilks [15] 

show that the exact distribution for the G statistic is 

given by: 
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These results indicate that the chi square approxi-

mation depends on the value of p and the sample size 

and cannot be extended to all combinations of these 

parameters. 

Negative data in Table 2 indicate that some data 

generated by simulation are negative and we cannot 

fit the chi square distribution to them; Figures 1 and 2 

are corroboration to this matter. In Table 3, it is 

shown in detail that for p=2, G statistics in S1-S1 

scenario is not chi-square distribution even in large 

samples. Figures 1 and 2 show the distribution of the 

G statistic under the above three scenarios for differ-

ent p and n values. Again, we can infer from these 

figures that under certain conditions the chi square 

distribution holds. 

When variances of the two populations are com-

pared using the first scenario, that is S1-S1, for cer-

tain combinations of p and sample size the distribu-

tion of the G statistic follows a chi square distribution. 

Henceforth, the authors analyze only the first sce-

nario since in the other scenarios, the G statistic dose 

not hold chi-square distribution in any case. Table 3 

provides simulation results and shows under what 

combinations of these two parameters the chi square 

distribution with p(p+1)/2 degrees of freedom holds. 

According to this table, as the value for p increases a 

larger sample size is required in order for the G statis-

tic to have a chi square distribution. 

Table 3 shows that in bivariate G-statistic is 
2

2/)12(2 +χ  only for n=6,7,13; and for p=3,4,5, G-

statistic is 
2

2/)1( +ppχ  if ≥n 9,11,13 respectively. In 

other words, for all p’s except p=2, G-statistic is chi-

square distribution at large sample size. The results 

summarized in Table 4 that shows the minimum 

sample size for G-statistic being 
2

2/)1( +ppχ  in nu-

merical examples. 

4. Conclusion 

The G statistic proposed originally by Box [3] can 

be used to detect shifts in the covariance matrix when 

monitoring several quality characteristics. However, 

the distribution of this statistic is chi square when 

there is no shift in the covariance matrix; p is greater 

than 2 and sample size is relatively large. In this pa-

per, the authors used simulation and showed numeri-

cally that the conditions considered by Levinson et al. 

[9] to detect shifts in the covariance matrix does not 

meet the required conditions for the G statistic to hold 

a chi square distribution. This issue is important to 

practitioners who want to use variation chart to moni-

tor covariance matrix to detect changes in the covari-

ance structure of several quality characteristics. 
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Table 1. The mean vectors and covariance matrices for multivariate normal distributions. 

P µ � 

2   
470

264


�

�


�

�
 


�

�


�

�

12166

66100
 

3 








�

�








�

�

3.15

4.15

4.15

 








�

�








�

�

79.987.898.7

87.838.993.7

98.793.782.7

  

4  

8.28

5.31

8.32

5.26










�

�










�

�

 










�

�










�

�

149.5147.312.1-53.9

147.3186555.1

12.1-559.412.7

53.959.412.730.6

  

5  

88.14

249.21

231.21

889.13

682.6














�

�














�

�

 














�

�














�

�

1.50380.46590.67440.04790.785
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0.67443.27883.75310.50571.4244

0.04791.11520.50571.10680.2456

0.7851.33391.42440.24561.5199

   

 

 

 

Table 2. Goodness of fit test [p-values (Anderson-Darling statistic)]. 

S2-S2 S1-S2 S1-S1 P N 

<0.001 (58) <0.001 (38) <0.001 (18) 2 

<0.001 (105692) <0.001 (105416) <0.001 (35001) 3 

Negative Data Negative Data Negative Data 4 

Negative Data Negative Data Negative Data 5 

3 

<0.001 (902) <0.001 (240) 0.113 (1.63) 2 

<0.001 (2120) <0.001 (768) <0.001 (11) 3 

<0.001 (4585) <0.001 (1925) <0.001 (38) 4 

<0.001 (12256) <0.001 (6875) <0.001 (110) 5 

6 

<0.001 (1202) <0.001 (395) 0.011 (3.92) 2 

<0.001 (2835) <0.001 (879) >0.250 (0.70) 3 

<0.001 (5284) <0.001 (1888) <0.001 (6.3) 4 

<0.001 (8890) <0.001 (2939) <0.001 (13) 5 

10 
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Table 3. Results of Goodness of fit test [P-values for the Anderson-Darling statistic]. 

2
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P-Value 

15 14 13 12 11 10 9 8 

 

7 

 

6 5 4 3 
 n 

  p 

<.001 .006 .067 .045 .002 .01 .006 .01 >.25 .113 <.001 <.001 <.001 2 

>.25 >.25 >.25 >.25 >.25 >.25 >.25 <.001 <.001 <.001 <.001 <.001 <.001 3 

>.25 >.25 >.25 >.25 >.25 <.001 <.001 <.001 <.001 <.001 <.001   4 

>.25 >.25 .059 .043 .023 <.001 <.001 <.001 .021 <.001 <.001 ����5 

 

 

 

 

 

 

Table 4. Minimum sample size for G-statistic. 

- P=2 

9≥n  P=3 

11≥n  P=4 

13≥n  P=5 
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Figure 1. The distributions of G statistic under the three scenarios for p=2, p=3 and different n. 
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Figure 2. The distributions of G statistic under the three scenarios for p=4, p=5 and different n. 
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