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Abstract 

In today’s world of technology, it is impossible to see where computer system does not play an important 

role. The application of distributed systems is gradually becoming broad and diverse, and as a result of 

this, reliability prediction is a key concern. This paper, considered a distributed system with five standby 

subsystems A (the clients), B (two load balancers), C (two distributed database servers), D (two mirrored 

distributed database serves) and E (centralized database server) is considered arranged as series-parallel 

system. Exponential failure and repair are susceptible for all the components of this system. Each 

component’s failure rates are constant and considered to obey an exponential distribution, and they are 

repaired using general repair or copula repair. The system is evaluated using first-order partial differential 

equations and the supplementary variable technique, Gumbel-Hougaard family of Copula, to find 

expressions for reliability metrics of system strength such as availability, reliability, MTTF, sensitivity, 

and profit function. These reliability metrics have been validated for different parametric values and the 

results are presented in tables and figures.  
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1. INTRODUCTION 

The copula approach is a technique for calculating 

joint distributions using marginal distributions in 

which the variables are nonnormal. Copulas can 

also be used to analyze pairs of random variables 

in a nonparametric way. Sklar is the one who first 

introduced Copula (1973). Since then, copula 

analysis has taken on new dimensions and 

analyses.  

Numerous researchers have previously presented 

copula methods in the field of reliability and 

performance analysis of systems by examining 

system performance under various conditions. To 

name a few, Nelsen (2006) employed copula to 

relate a multivariate distribution to a one-

dimensional marginal distribution function. The 

conditional copula and its application in time series 

analysis were introduced by Patton (2009). The 

application of copula in financial management is 

the topic of Rodriguez (2007). The application of 

copula in multivariate distributions was captured 

by Trivedi and Zimmer (2007). Ram and Singh 

(2008) dealt with availability and cost analysis of 

complex system configured in parallel subject to 

two types of failures and preemptive resume repair 

under Gumbel-Hougaard family copula. Ram and 

Singh (2010) analyzed the MTTF, cost and 

availability of a system under preemtive repair 

using Gumbel-Hougaard family copula. Abubakar 

and Singh (2019) analyzed the performance of 

industrial system using copula linguistics. Gulat et 

al. (2016) focus on performance of complex system 

in series configuration with different failure and 

repair. Gahlot et al. (2018) presented performance 

assessment of system in serial configuration. Tyagi 

et al. (2021) presented copula analysis of parallel 

system with fault coverage. Sha (2021) presented 

copula reliability analysis for hybrid systems. 

Chopra and Ram (2019) analyzed the reliability 

measures of dissimilar parallel system with two 

units using Gumbel-Hougaard family copula. 

Chopra and Ram (2021) presented reliability 

measures of two dissimilar units in parallel using 

Gumbel- Hougaard copula. 
In most scenarios, systems are evaluated in terms of 

evaluating their performance metrics in terms of reliability, 

availability, and revenue generated. Reliability and 

availability are important in the context of evolving 

technology and increasing complexity in engineering 

systems. Distributed systems are widely utilized in most 

crucial domains, such as the travel and tourism business, 

where many applications are networked using Distributed 

Information Systems (DIS); however, communication 

between component applications, on the other hand, becomes 

challenging. As a result, their reliability is critical, as a system 

failure in this area might be costly and dangerous. 

 

In view of the aforementioned reality, several academics have 

submitted good works evaluating the performance of 

repairable systems. Pourhassan et al. (2019) 

investigated the impact of fault in component 

reliability estimation on system designing. Raissi 

and Ebadi (2018) dealt with computer simulation 

model for reliability estimation of a complex 

system. Pourhassan et al. (2020) presented 

simulation approach to reliability assessment of 

complex system under stochastic degradation and 

random shock. Yusuf eta al. (2020) who have 

recently discussed the performance of a multi-

computer system with three subsystems in series 

arrangement using the Copula repair technique. 

Pourhassan (2021) analyzed the reliability of 

power station subject fatal and non fatal shocks. 

Attar et al. (2016) developed a simulation-based 

optimization model for free distributed repairable 

multi-state availability-redundancy allocation 

problems. Potapov et al. (2019) carried out 

research on modeling the reliability of a client-

server information system. Singh et al (2021) more 

recently gave a study on probabilistic assessment 

of CBT network system having four subsystems 

configured in series using Copula repair policy. 

Tsarouhas et al. (2009) analyzed the reliability, 

availability, and maintainability of a cheese (feta) 

production line in a Greek medium-sized company. 

Singh et al. (2020) discussed the reliability of a 

repairable network system consisting of three 

computer laboratories connected to a server using 
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a 2- out-of- 3: G arrangement.  Dahiya et al. (2019) 

used the RAMD method to evaluate the 

performance of the sugar industry’s A-Pan 

crystallization system. Rahman (2018) has 

investigated the stationary availability factor with 

arbitrary topology for two-level computer 

networks. Chen et al (2019) used machine 

reliability to examine the situation of a machine, 

and then designed a production scheduling model 

that integrates machine reliability to help decision 

makers in determining the best scheduling strategy. 

Monika Gahlot et al. (2018) discussed the 

effectiveness of the repairable system under 

different types of failure and two types of fixes in 

series configuration using Gumbel-Hougaard 

family Copula. Singh and Abdul Kareem (2019) 

have presented the cost evaluation of complex 

repairable systems consisting two subsystems in 

series utilizing Gumbel Hougaard family copula. 

Harish Garg (2017) provided performance analysis 

of an industrial system based on a hybridized soft 

computing methodology. Ibrahim et al (2017) used 

Gumbel–Hougaard copula family to examine the 

reliability of a complex system having two 

subsystems in series configuration. Abubakar and 

Singh (2019) have applied a supplementary 

variable technique and a Copula linguistic 

approach to assess the effectiveness of an industrial 

system in the cloth industry with different failure 

rates of the various subsystems. Mehta et al. (2018) 

applied supplementary variable technique to 

evaluate the availability of an industrial system. 

Singh and Ayagi (2018) provided the performance 

of a complex system under a proactive resume 

repair strategy via Copula. Zhang (2019) reported 

research on computer network reliability analysis 

using an intelligent cloud computing technology. 

Based on cost-free warranty policy, Niwas and 

Garg (2018) proposed a method for measuring the 

reliability and profit of an industrial system. Yang 

et al. (2019) looked at how to assess the reliability 

of a hierarchical system with inconsistent priors 

and multilevel data. Yusuf et al. (2018) showed 

some reliability characteristics of a linear 

consecutive 2-out-4 system that was operated with 

a 2-out-4 supporting device. More recently, Sanusi 

et al. (2021) have used RAMD technique to study 

the performance of a computer-based test (CBT) at 

subsystem level. The study of reliability and 

availability analysis for a three-unit turbine power 

producing system with seasonal effect and FcFs 

was discussed by Rajesh et al. (2018).  

In the light of the aforementioned empirical 

examination, it is quite understandable that many 

scholars have undertaken research in the field of 

reliability engineering. However, it is worth noting 

that distributed systems are gaining traction in the 

economy and across a variety of industries. As a 

result, sufficient information on their reliability 

prediction is required in order to estimate the 

accurate performance rate. This leaves a significant 

gap, which this study aims to fill. 

The rest of the paper is organized as follows; The 

notations, assumptions, and system description are 

included in Section 2. Section 3 contains the 

formulation and solutions of the model. The results 

of the analysis of the system for different scenario 

are summarized in Section 4. The outcome 

discussion of the study was presented and 

concluded in Section 5 

 

2. DESCRIPTION OF THE SYSTEM 

The reference system, depicted in Figure 1, 

consists of two load balancers, two distributed 

database servers with their associated mirror 

database servers and a centralized database server. 

The primary objectives of the load balancers are to 

improve system performance and support green 

computing by ensuring proper utilization of the 

delivery servers. This is because, high utilization of 

a server results in slow response and high energy 

consumption. In the reference system, the load-

balancing service availability is ensured with the 

presence of the two load-balancers (LB-1 and LB-

2). It is assumed, at every point in time, that one of 

the load balancers is active and the other is passive. 

The active load balancer (LB-1) handles all the 

requests from the client. On failover of LB-1, the 

passive load balance (LB-2) assumes the active 

status and continue the load balancing service. The 

two load balancers are connected to a distributed 

database system involving two replicated delivery 

distributed database servers, DDS-1 and DDS-2, 
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which are responsible for processing query 

requests from the client. Client requests are evenly 

distributed between the delivery database servers, 

which, as earlier stated, greatly improves system 

performance and minimizes energy consumption 

of the servers.  Moreover, there are two mirror 

database servers, DDS-I and DDS-II, associated 

with the DDS-1 and DDS-2, respectively, which 

keep redundant copies of the entire primary 

databases. System availability is improved with the 

mirror servers. It is assumed a mirror server is only 

active when its associated primary server fails. For 

instance, when DDS-1 fails, DDS-I become active 

and continue the service that the failed DDS-1 

provides. Furthermore, the centralized database 

server (CDS) serves as master database, to which 

the two delivery servers report. The delivery 

servers report the data processed and updated back 

to the CDS. Any update to the CDS by either of the 

DDSs is replicated in the other, which is replicated, 

in turn, in its associate mirror server. Therefore, the 

entire system fails when the CDS fails. 

 

 

 
Figure 1: Reliability block diagram of the system 

 

 

Notations 

t: Time variable on a time scale. 

s: Laplace transform variable for all expressions 

1 : Failure rate of load balancer   

2 : Failure rate of distributed database server 

3 : Failure rate of distributed mirrored database 

server 

4 : Failure rate of client 

5 : Failure rate of centralized database server 

( )h x
:  Repair rate of load balancer  
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( )h y
:  Repair rate of distributed database server 

( )h r
:  Repair rate of distributed mirrored database 

server 

( )0 x
: Copula repair rate for complete failed states 

of load balancer 

( )0 y
: Copula repair for complete failed state of 

distributed database server 

( )0 r
: Copula repair for complete failed state of 

distributed mirrored database server 

  
( )0 m

: Copula repair for complete failed state of 

client 

  
( )0 n

: Copula repair for complete failed state of 

centralized database server 

  𝑝𝑖(𝑡): The probability that the system is in Si state 

at instants for 𝑖 =0 to 14 

  𝑃(𝑠): Laplace transformation of state transition 

probability 𝑝(𝑡) 

Pi (x, t): The probability that a system is in state Si, 

the system under repair  

and elapse repair time is (x, t) with repair variable 

x and time variable t 

Pi (y, t): The probability that a system is in state Si, 

the system under repair  

  and elapse repair time is (y, t) with repair variable 

x and time variable t 

𝐸𝑝(𝑡): Expected profit during the time interval [0, 

t) 

 K1, K2: Revenue and service cost per unit time, 

respectively. 

Gumbel-Hougaard copula is defined as 

 

( ) ( )
1

1 2 1 2, ( log ) ( log )C Exp  
     

 
= − − + − 

   
1    

The value of 1 =  corresponds to independence 

copula and as  → , it corresponds to the 

comonotonicity copula. 
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FIGURE 2: TRANSITION DIAGRAM OF THE SYSTEM 

 
TABLE 1: STATE OF THE SYSTEM;  

W COMES FOR WORKING, F (FAILED), FF (FAILED FIRST), FL (FAILED LAST), I (IDLE), D (DOWN) 

State Client 
Load Balancer DDS Mirrored DDS CDS Status 

I II I II I II   

S0 W W W W W W W W W 

S1 W F W W W W W W W 

S2 W W W F W W W W W 

S3 W W W W W F W W W 

S4 W FF W W W FL W W W 

S5 W FF W FL W W W W W 

S6 W FF W W W FF W W W 

S7 W W W FF W FF W W W 

S8 W FL W FF W W W W W 

S9 W W W FL W FF W W W 

S10 I FF FL I I I I I D 

S11 I I I FF FL I I I D 

S12 I I I I I FF FL I D 

S13 F I I I I I I I D 

S14 I I I I I I I F D 
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3. FORMULATION OF RELIABILITY MODELS 

By the probability of considerations and continuity 

of arguments as in Nelson (2006) as in Nelson 

(2006), Ram and Singh (2008), Ram and Singh 

(2010) and Chopra and Ram (2019), the system of 

differential difference equations obtained from 

Figure 2 are presented below: 

 

( )1 2 3 4 5 02 2 2 p t
t

    
 
+ + + + + 

 
= ( ) ( )1

0

,h x p x t dx



 + ( ) ( )2

0

,h y p y t dy



 + ( ) ( )3

0

,h r p r t dr



 + 

( ) ( )0 10

0

,x p x t dx


 + ( ) ( )0 11

0

,y p y t dy


 + ( ) ( )0 12

0

,r p r t dr


 + 

( ) ( )0 13

0

,m p m t dm


 + ( ) ( )0 14

0

,n p n t dn


                                                                                                        (1) 

 ( ) ( )1 2 3 4 5 12 2 , 0h x p x t
t x

    
  
+ + + + + + + = 

  
  (2)  

( ) ( )1 2 3 4 5 22 2 , 0h y p y t
t y

    
  

+ + + + + + + = 
    

 (3) 

( ) ( )1 2 3 4 5 32 2 , 0h r p r t
t r

    
  
+ + + + + + + = 

  
 (4)  

 ( ) ( )3 4 , 0h r p r t
t r


  
+ + + = 

  
   (5)  

 ( ) ( )2 5 , 0h y p y t
t y


  

+ + + = 
  

   (6)  

( ) ( )1 6 , 0h x p x t
t x


  
+ + + = 

  
  (7)  

( ) ( )3 7 , 0h r p r t
t r


  
+ + + = 

  
                 (8) 

( ) ( )1 8 , 0h x p x t
t x


  
+ + + = 

  
                (9) 

( ) ( )2 9 , 0h y p y t
t y


  

+ + + = 
  

  (10) 

( ) ( )0 10 , 0x p x t
t x


  
+ + = 

  
  (11) 
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( ) ( )0 11 , 0y p y t
t y


  

+ + = 
  

  (12)  

( ) ( )0 12 , 0r p r t
t r


  
+ + = 

  
  (13) 

( ) ( )0 13 , 0m p m t
t m


  
+ + = 

  
  (14) 

( ) ( )0 14 , 0n p n t
t n


  
+ + = 

  
  (15) 

and the initial Condition ( )0 0 1p = , all other 

transition probabilities are zero at t=0. 

Boundary condition 

( ) ( )1 1 00, 2p t p t=  (16)  

( ) ( )2 2 00, 2p t p t=  (17)  

( ) ( )3 3 00, 2p t p t=  (18)  

( ) ( )4 3 10, 2 0,p t p t=  (19)  

( ) ( )5 2 10, 2 0,p t p t=  (20)  

( ) ( )6 1 30, 2 0,p t p t=  (21) 

( ) ( )7 3 20, 2 0,p t p t=                      (22) 

( ) ( )8 1 20, 2 0,p t p t=                                    (23)

( ) ( )9 2 30, 2 0,p t p t=                                                (24) 

( ) ( ) ( ) ( )( )10 1 1 6 80, 0, 0, 0,p t p t p t p t= + +       (25) 

( ) ( ) ( ) ( )( )11 2 2 5 90, 0, 0, 0,p t p t p t p t= + +      (26) 

( ) ( ) ( ) ( )( )12 3 3 4 70, 0, 0, 0,p t p t p t p t= + +
 

  (27)
 

( ) ( ) ( ) ( ) ( )( )13 4 0 1 2 30, 0, 0, 0, 0,p t p t p t p t p t= + + +      (28)
 

( ) ( ) ( ) ( ) ( )( )14 5 0 1 2 30, 0, 0, 0, 0,p t p t p t p t p t= + + +    (29) 

Applying Laplace transformations to equation (1) - 

(28) with help of boundary conditions to give 

 

( )1 2 3 4 5 02 2 2 (s)s p    + + + + + =1+ ( ) ( )1

0

,sh x p x dx



 + ( ) ( )2

0

,h y p y s dy



 + ( ) ( )3

0

,h r p r s dr



 +  

( ) ( )0 10

0

,x p x s dx


  + ( ) ( )0 11

0

,y p y s dy



 

( ) ( )0 12

0

,r p r s dr


 + 

( ) ( )0 13

0

,m p m s dm


 + ( ) ( )0 14

0

,n p n s dn


                                                                               (30)  
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 ( ) ( )1 2 3 4 5 12 2 ,s 0s h x p x
x

    
 

+ + + + + + + = 
 

 (31)  

 ( ) ( )1 2 3 4 5 2
2 2 ,s 0s h y p y

y
    

 
+ + + + + + + = 
 

  (32)  

( ) ( )1 2 3 4 5 32 2 ,s 0s h r p r
r

    
 

+ + + + + + + = 
 

  (33)  

 ( ) ( )3 4 , 0s h r p r t
r


 

+ + + = 
 

   (34)  

( ) ( )2 5
, 0s h y p y t

y


 
+ + + = 
 

                                                                                  (35) 

( ) ( )1 6 , 0s h x p x t
x


 

+ + + = 
 

                                                                                                                      (36) 

( ) ( )3 7 , 0s h r p r t
r


 

+ + + = 
 

                                                                                                                      (37) 

( ) ( )1 8 , 0s h x p x t
x


 

+ + + = 
 

                                                                                                                      (38) 

( ) ( )2 9
, 0s h y p y t

y


 
+ + + = 
 

                                                                                                                    (39) 

 ( ) ( )0 10 , 0s x p x s
x


 

+ + = 
 

  (40)  

( ) ( )0 11
, 0s y p y s

y


 
+ + = 
 

  (41)  

( ) ( )0 12 , 0s r p r s
r


 

+ + = 
 

  (42)  

( ) ( )0 13 , 0s m p m s
m


 

+ + = 
 

  (43) 

( ) ( )0 14 , 0s n p n s
n


 

+ + = 
 

 (44)  

Boundary conditions 

( ) ( )11 00, 2p s p s=    

 (45)  

( ) ( )22 00, 2p s p s=  

 (46)  

( ) ( )33 00, 2p s p s=  

 (47) 
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( ) ( )34 10, 2 0,p s p s=   

 (48) 

( ) ( )25 10, 2 0,p s p s=                                                   (49) 

( ) ( )16 30, 2 0,p s p s=                                               (50) 

( ) ( )37 20, 2 0,p s p s=                                              (51) 

( ) ( )18 20, 2 0,p s p s=                                              (52) 

( ) ( )29 30, 2 0,p s p s=                                              (53) 

( ) ( ) ( ) ( )( )110 1 6 8
0, 0, 0, 0,p s p s p s p s= + +  (54)

( ) ( ) ( ) ( )( )211 2 5 9
0, 0, 0, 0,p s p s p s p s= + +  (55)  

( ) ( ) ( ) ( )( )312 3 4 7
0, 0, 0, 0,p s p s p s p s= + +  (56)  

( ) ( ) ( ) ( ) ( )( )413 0 1 2 3
0, 0, 0, 0,p s p s p s p s p s= + + +

(57) 

( ) ( ) ( ) ( ) ( )( )514 0 1 2 3
0, 0, 0, 0,p s p s p s p s p s= + + +

(58) 

0 (0) 1p =  and other state transition probabilities 

are zero at 0t =                                                 (59) 

Determining of equation (31) - (44) with help of 

Laplace transform of boundary conditions  

( )
( )0

1
p s

D s
=   (60)  

( )
( )

( )1 2 3 4 51
1

1 2 3 4 5

1 2 22

2 2

h
s s

p s
D s s

    

    

 − + + + + + 
=  

+ + + + +  

 

 (61) 

( )
( )

( )1 2 3 4 52
2

1 2 3 4 5

1 2 22

2 2

h
s s

p s
D s s

    

    

 − + + + + + 
=  

+ + + + +  

 

 (62)  

( )
( )

( )1 2 3 4 53
3

1 2 3 4 5

1 2 22
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                      (76) 

Where D(s) is defined as; 
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  (77)    

Summing all Laplace transformations of the state transition probabilities that the system is operating, are 

as follows: 
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( ) ( )1down upp s p s= − )  (80) 

1. Numerical Analysis of the Study 

4.1 Formulation and Analysis of Availability 

Analysis 

Setting 
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+
and taking the values of different 

parameters as 

1 2 3 4 50.01, 0.02, 0.03, 0.04 0.05and    = = = = =

and ( ) ( ) 1h x h y= = in equation (79), then taking 

inverse Laplace transform, one may obtain the 

availability expression as: 
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 (81) 

For different values of time variable t = 0, 2, 4, 

…20, units of time, one may get different values of 

Availability from equation (81) as shown in Table 

2 below. 

 

Table 2: Computed availability with respect of time 

Time 0 2 4 6 8 10 12 14 16 18 20 

Availability 1.0000 0.9979 0.9971 0.9961 0.9950 0.9939 0.9928 0.9918 0.9907 0.9896 0.9885 

 

 
Figure 3: Availability against time 
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4.

2 Formulation and Analysis of Reliability 

Analysis 

Taking all repair rates, ,h   in equation (79) to zero 

for the same values of failure rates as 

1 2 3 4 50.01, 0.02, 0.03, 0.04 0.05and    = = = = =  

and then taking Laplace transformation, one gets 

reliability expression as: 
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 + − 

  

 (82) 

 

 

 

Table 3: Computed of Reliability for different values of time (t) 

Time 0 2 4 6 8 10 12 14 16 18 20 

Reliability 1.0000 0.8325 0.6716 0.5307 0.4137 0.3200 0.2466 0.1901 0.1472 0.1149 0.0907 

 

 

 

 
Figure 4: Reliability against time 
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                                     (83)  

 

Assuming

1 2 3 4 50.01, 0.02, 0.03, 0.04 0.05and    = = = = =

and changing 1 2 3 4 5, , , and      one by one 

respectively as 0.01, 0.02...0.09 in equation (83), 

MTTF is computed with respect to failure as 

presented in the subsequent Table 4. 

 

 

 

 

Table 4: Calculated MTTF for different failure rates 

Failure 

Rate 
MTTF 1  MTTF 2  MTTF 3  MTTF 4  MTTF 5  

0.01 9.9231 10.0906 11.0392 12.2647 13.2955 

0.02 9.5693 9.9231 10.4299 11.3758 12.2647 

0.03 9.2774 9.7865 9.9231 10.6021 11.3758 

0.04 9.0289 9.6680 9.4888 9.9231 10.6021 

0.05 8.8123 9.5609 9.1089 9.3228 9.9231 

0.06 8.6200 9.4618 8.7716 8.7886 9.3228 

0.07 8.4469 9.3686 8.4687 8.3103 8.7886 

0.08 8.2894 9.2803 8.1943 7.8798 8.3103 

0.09 8.1449 9.1960 7.9440 7.4905 7.8798 
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Figure 5: MTTF against Failure Rate 

 

4.4 Sensitivity Analysis 

Taking partial differential of the MTTF with 

respect to failure rate gives sensitivity of the 

system. Considering same values of failure rates 

as, 

1 2 3 4 50.01, 0.02, 0.03, 0.04 0.05and    = = = = =  

in the partial differential equation of the MTTF; the 

result is presented in Table 5 below. 

 

 

Table 5: Computed Sensitivity with respect to Failure Rate 
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0.01 -39.3621 -18.9975 -67.5160 -95.4773 -111.2692 

0.02 -31.8956 -14.9128 -55.1689 -82.7417 -95.4773 

0.03 -26.7813 -12.6068 -46.6813 -72.3342 -82.7417 

0.04 -23.1034 -11.2005 -40.4694 -63.7286 -72.3342 

0.05 -20.3449 -10.2675 -35.6988 -56.5382 -63.7286 

0.06 -18.1998 -9.5925 -31.8975 -50.4734 -56.5382 

0.07 -16.4799 -9.0632 -28.7819 -45.3143 -50.4734 

0.08 -15.0650 -8.6198 -26.1720 -40.8917 -45.3143 

0.09 -13.8756 -8.2299 -23.9479 -37.0737 -40.8917 
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Figure 6: Sensitivity against Failure Rate 
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Taking fixed values of parameters of equation (81), 

the subsequent equation (84) follows; 
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Assuming K1= 1and K2= 0.5, 0.4..., 0.1, 

respectively and varying t = 0, 2, ...20, units of 

time, the calculations of expected profit is 

presented in Table 6 below. 
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Table 6: Computed Profit with respect to time 

Time ( )pE t  

K2 = 0.5 

( )pE t  

K2 = 0.4 

( )pE t  

K2 = 0.3 

( )pE t  

K2 = 0.2 

( )pE t  

K2 = 0.1 

0 0 0 0 0 0 

2 0.9962 1.1962 1.3962 1.5962 1.7962 

4 1.9914 2.3914 2.7914 3.1914 3.5914 

6 2.9847 3.5847 4.1847 4.7847 5.3847 

8 3.9759 4.7759 5.5759 6.3759 7.1759 

10 4.9649 5.9649 6.9649 7.9649 8.9649 

12 5.9518 7.1518 8.3518 9.5518 10.7518 

14 6.9365 8.3365 9.7365 11.1365 12.5365 

16 7.9191 9.5191 11.1191 12.7191 14.3191 

18 8.8995 10.6995 12.4995 14.2995 16.0995 

20 9.8777 11.8777 13.8777 15.8777 17.8777 

 

 
Figure 7: Expected Profit against time 
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2. Discussion and Concluding Remark 

From Table 2 and simulation presented in Figure 3 shows that 

availability decreases slightly as time passes. From this 

analysis, one can predict the future behavior of the system at 

any given time. Table 3 and Figure 4 depicts the system's 

reliability over time. The graph shows that reliability decline 

drastically as time t goes from 0 to 20. From the analysis 

above, it is evident that the system availability and 

reliability can be improved by incorporating more 

units on standby, invoking perfect repair in the 

event of an incomplete failure, replacing the 

affected subsystem with a new one in the event of 

a complete failure, regular inspection and 

preventive maintenance, employing more repair 

personnel, and so on. Table 4 and chart in Figure 5 

depict the mean time to failure against failure rate. The table 

and the figure show that as failure rate increases, the 

corresponding MTTF decreases resulting in reduction of life 

span of the system. To improve the MTTF, it is 

worthwhile to utilize fault tolerant components to 

boost the life span of the system. Results presented 

in Table 5 and Figure 6 depict the impact of failure 

rates on sensitivity. It is evident from table and 

figure that with increase in the value of failure rate, 

the system sensitivity decreases slightly. It can be 

seen from the table and figure that the strength of 

each failure rate is not enough to weaken the 

sensitivity. Table 6 and Figure 7 shows profit 

against time for different values of 2K . From the 

table and graph, the predicted profit decreases with 

increase in time for any value of K2. However, the 

predicted profit increases as the value of 2K  

increases. The expected profit can be increased by 

implementing the above-mentioned replacement 

and redundancy suggestions. In this paper, a 

distributed system with five standby subsystems A 

(the clients), B (two load balancers), C (two 

distributed database servers), D (two mirrored 

distributed database serves) and E (centralized 

database server) is considered. Expressions for 

reliability metrics of testing strength of the system 

such reliability, availability, mean time to failure 

(MTTF), sensitivity as well as cost function are 

derived and validated by performing numerical 

experiments. Analysis of the effect of various 

system parameters was performed through 

MATLAB package and excel. On the basis of the 

tables and figures, it is evident that the strength of 

the system, can be enhanced through of 

replacement worn out unit/subsystem, regular 

inspection, using fault tolerant units, etc. Thus, 

higher system strength and performance can be 

achieved through repair of early failure of units, 

individual subsystem replacement, and proper 

maintenance planting to avoid the occurrence of 

catastrophic failure, and by adding fault tolerant 

units/subsystems there by keeping the system 

strength at the highest order leading to product 

quality, and production output and revenue 

generation. This work can be extended further to a 

honeynet computer system used in detecting, 

controlling and preventing attackers from attacking 

server using various techniques such genetic 

algorithm, particle swamp optimization, Grey 

Wolf, etc. The present study will be useful to 

production, manufacturing and industrial settings 

requiring the application of distributed systems. 

 
 

 

References 

 
- Abubakar MI, Singh VV, (2019). Performance 

assessment of African textile manufacturers, LTD, in 
Kano state, Nigeria, through Multi failure and repair 
using copula. Operation Research Decision. 29(4):1–
18. 

- Attar, A., Raissi, S and Khalili-Damghani, K. (2016).  A 
simulation-based optimization approach for free 
distributed repairable multi-state availability-
redundancy allocation problems, Reliability 
Engineering & System Safety 157, 177-191, 
https://doi.org/10.1016/j.ress.2016.09.006 

https://doi.org/10.1016/j.ress.2016.09.006


Journal of Industrial Engineering International, 17(3), Aug. 2021 

 
77 

 J     I     E     I  

 

- Chen, L.; Wang, J.; Xu, X. (2019). An energy client 
single machine scheduling problem with machine 
reliability constraints. Comput. Ind. Eng., 137. 

- Chopra, G and Ram, M. (2019). Reliability Measures 
of Two Dissimilar Units Parallel System Using 
Gumbel-Hougaard Family Copula, International 
Journal of Mathematical, Engineering and 
Management Sciences 4(1), 116–130. DOI: 
10.33889/IJMEMS.2019.4.1-011 

- Goyal, D., Kumar, A., Saini, M., and Joshi. H. (2019). 
“Reliability, maintainability and sensitivity analysis of 
physical processing unit of sewage treatment plant.” 
SN Appl. Sci. 1:1507, https://doi.org/10.1007/ 
s42452-019-1544-7. 

- Gahlot, Monika, V. V. Singh H. Ismail Ayagi and C.K. 
Goel, “Performance assessment of repairable system 
in the series configuration under different types of 
failure and repair policies using Copula Linguistics," 
International Journal of Reliability and Safety,  2018, 
Vol.12 (4), pp.367-374.  

- Harish Garg (2017). Performance analysis of an 
industrial system using soft computing based 
hybridized technique. Journal of Brazilian Society of 
Mechanical Sciences and Engineering, Springer, 
39(4),1441-1451. 

- Ibrahim, K.H., Singh, V.V. and Lado, A. (2017), 
“Reliability assessment of complex system consisting 
two subsystems connected in series configuration 
using Gumbel-Hougaard family copula distribution”, 
Journal of Applied Mathematics and Bioinformatics, 
Vol. 7 No. 2, pp. 1-27. 

- Mehta M., Singh J., and Sharma S. (2018) 
“Availability Analysis of an Industrial System using 
Supplementary Variable Technique,” Jordan journal 
of mechanical and industrial engineering, vol. 12, no. 
4, pp. 245-251, ISSN 1995-6665. 

- Nelson, R.B. (2006) An Introduction to Copulas, 2nd 
ed., Springer Publisher, New York. 

- Niwas, R., and Garg, H. (2018), An approach for 
analyzing the reliability and profit of an industrial 
system based on the cost-free warranty policy, 
Journal of the Brazilian Society of Mechanical 
Sciences and Engineering, 40: 265. 

- Patton, A.J. (2009). Copula–based models for 
financial time series. In Handbook of Financial Time 
Series (pp. 767-785). Springer, Berlin, Heidelberg. 

- Pourhassan., M.R., Raissi, S and A Hafezalkotob, A. 
(2019). Effects of faulty estimate in component 
reliability on system designing: a simulation 
approach, Journal of Industrial and Systems 
Engineering 12 (2), 174-185 

- Pourhassan,M.R., Raissi, S and  fezalkotob, H. A. 
(2020) A simulation approach on reliability 
assessment of complex system subject to stochastic 
degradation and random shock., Eksploatacja i 
Niezawodnosc – Maintenance and Reliability, 22 (2): 
370–379, http://dx.doi. org/10.17531/ 
ein.2020.2.20. 

- Pourhassan,M.R., Raissi, S and Apornak, A. (2021). 
Modeling multi-state system reliability analysis in a 
power station under fatal and nonfatal shocks: a 
simulation approach, International Journal of Quality 
and Reliability Management, DOI 10.1108/IJQRM-
07-2020-0244 

- Potapov, V. I., Shafeeva, O. P., Gritsay, A. S., 
Makarov, V. V., Kuznetsova, O. P., Kondratukova, L. 
K. (2019, August). Reliability in the model of an 
information system with client-server architecture. 
Int. Journal of Physics: Conference Series (Vol. 1260, 
No. 2, p. 022007). IOP Publishing.  

- Rahman, P.A. (2018), Analysis of stationary 
availability factor of two-level backbone computer 
networks with arbitrary topology, Journal of Physics: 
Conf. Series 1015 (2018) 022016. DOI:10.1088/1742- 
6596/1015/2/022016. 

- Raissi, S and Ebadi, S. (2018). A computer simulation 
model for reliability estimation of a complex system,  
Int. J. Res. Ind. Eng., 7(1) 19–31. 

- Rajesh, Gulshan T. and Jagdish P. (2018), Reliability 
and Availability Analysis for a Three Unit Gas Turbine 
Power Generating System with Seasonal Effect and 
FcFs Repair Pattern, International Journal of Applied 
Engineering Research, ISSN 0973-4562 13 (12): 
10948-10964 

- Ram, M and Singh, S. B. (2008). Availability and cost 
analysis of a parallel redundant complex system with 
two types of failure under preemptive-resume repair 

http://dx.doi.org/10.33889/IJMEMS.2019.4.1-011
https://doi.org/10.1007/%20s42452-019-1544-7
https://doi.org/10.1007/%20s42452-019-1544-7
http://dx.doi/


Journal of Industrial Engineering International, 17(3), Aug. 2021 

 

 

78 

 J     I     E     I  

 

discipline using Gumbel-Hougaard family copula in 
repair. International Journal of Reliability, Quality 
and Safety Engineering, 15(04), 341-365.  

- Ram, M and Singh, S. B. (2010). Availability, MTTF 
and cost analysis of complex system under 
preemptive-repeat repair discipline using Gumbel-
Hougaard family copula. International Journal of 
Quality & Reliability Management, 27(5), 576-595. 

- Rodriguez, J.C. (2007). Measuring financial 
contagion: a copula approach. Journal of Empirical 
Finance, 14(3), 401-423. 

- Sanusi, A and Yusuf, I. (201). Reliability, Availability, 
Maintainability, and Dependability (RAMD) Analysis 
of Computer Based Test (CBT) Network System. 
RT&A, 16(3), 99-114. https//doi.org/10.24412/1932-
2321-2021-363-99-114.   

- Sklar, A. (1973). Random variables, joint distribution 
functions, and copulas. Kybernetika, 9(6), 449-460.  

- Singh, V and Lado, A. (2019). Cost assessment of 
complex repairable system consisting  two 
subsystems in series configuration using Gumbel 
Hougaard family copula, International Journal of 
Quality & Reliability Management, 36(10),1683-
1698. https://doi.org/10.1108/IJQRM-12-2018-0322 

- Singh, V.V., Gulati, J., Rawal, D.K and Goel, C.K. 
(2016). Performance analysis of complex system in 
series configuration under different failure and 
repair discipline using copula, International Journal 
of Reliability Quality and Safety Engineering, 23 (2). 
https://doi.org/10.1142/S0218539316500108 

- Singh, V.V., Lado Ismail, A.K., Yusuf, I. and Abdullahi, 
A.H. (2021). Probabilistic Assessment of Computer-
Based Test (CBT) Network System Consists of Four 
Subsystems in Series Configuration Using Copula 
Linguistic Approach. Journal of Reliability and 
Statistical Studies.  

- Singh, V.V. and Hamisu, H.I. (2018). “Stochastic 
analysis of a complex system under preemptive 
resume repair policy using Gumbel–Hougaard family 
copula”, International Journal of Mathematics and 
Operation Research, Vol. 12 No. 2, pp. 273-291. 

-  

- Singh, V. V, Poonia, P. K, Rawal, D. K, (2020), 
Reliability analysis of repairable network system of 
three computer labs connected with a server under 
2- out-of- 3: G configuration, Life Cycle Reliability, 
and Safety Engineering. (DOI: 10.1007/s41872-020-
00129-w) 

- Steen, V and Tanenbaum, M. (2016). A brief 
introduction to distributed system systems, 
Computing, 98, 967-1009. Doi.org/10.1007/s00607-
016-0508-7 

- Tsarouhas P, Arvanitoyannis I, Varzakas T (2009) 
Reliability and maintainability analysis of cheese 
(feta) production line in a Greek medium-size 
company: a case study. J Food Eng 94(34):233–240. 

- Trivedi, P.K., & Zimmer, D.M. (2007). Copula 
modeling: an introduction for practitioners. Now 
Publishers Inc, U.S.A. 

- Yang L, Guo Y, Wang Q (2019) Reliability assessment 
of a hierarchical system subjected to inconsistent 
priors and multilevel data. IEEE Trans Reliab 
68(4):277–292 

- Yusuf, I., Ismail, A. L., Singh, V. V., Ali, U. A., Sufi, N. 
A. (2020). Performance Analysis of Multi-Computer 
System Consisting of Three Subsystems in Series 
Configuration Using Copula Repair Policy. SN 
Computer Science, 1(5), 1-11.  

- Yusuf, I., Yusuf, B., Babagana, M., Sani, B., Lawan, M. 
A. (2018). Some reliability characteristics of a linear 
consecutive 2-out-of-4 system connected to 2-out-
of-4 supporting device for operation. International 
Journal of Engineering &Technology, 7(1), 135-139. 

- Zhang, F. (2019). Research on reliability analysis of 
computer network based on intelligent cloud 
computing method. International Journal of 
Computers and Applications, 41:4, 283-288. 

 

 

https://www.emerald.com/insight/search?q=Abdul%20Kareem%20Lado
https://www.emerald.com/insight/publication/issn/0265-671X
https://www.emerald.com/insight/publication/issn/0265-671X
https://doi.org/10.1108/IJQRM-12-2018-0322
https://doi.org/10.1142/S0218539316500108

