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Abstract

Most of data in Multi-attribute decision making (MADM) problems are changeable rather than constant and stable. Therefore, sensitivity
analysis after problem solving can effectively contribute to making accurate decisions. In this paper, we offer a new method for sensitivity
analysis in multi-attribute decision making problems in which if the weights of one attribute changes, then we can determine changes in the
results of the problem. These changes involve changes in the weight of other attributes and the change in the final rank of alternatives. This
analysis was conducted for Technique for order-preference by similarity to ideal solution (TOPSIS) technique, one of the most frequently
used multi-attribute decision making techniques, and the formulas were obtained. The paper continues with a numerical example and at last

conclusions and suggestions for future researches are offered.

Keywords: Multi-attribute decision making (MADM), TOPSIS technique, Sensitivity analysis.

1. Introduction

Multi-attribute decision making (MADM) models are
selector models that are used for evaluating, ranking and
selecting the most appropriate alternative from among
several alternatives.

Alternatives of a MADM problem are evaluated by k
attributes and the most appropriate alternative is selected
or they are ranked in accordance with attribute's value for
each alternative and the importance of each attribute for
decision maker.

A MADM model is formulated as a decision making
matrix as follow:

¢ G - G

Al d 11 d 12 d 1k
A2 d 21 d 22 d 2k
Am d ml d m2 dmk

In this matrix Al, A2, A3, ..., Am are available and C1,
C2, C3, ..., Ck predetermined m alternatives and are
effective k attributes in decision making that are used for
measuring utility of each alternative and dij are special
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Value of attribute jth for alternative ith, in other words the
efficiency of the alternative ith against the attribute jth.
The most important in MADM models is that the data
used are unstable and changeable. Hence, sensitivity
analysis after problem solving can effectively contribute
to making accurate decisions.

Sensitivity analysis for MADM models is one of the
prevalent issues in MADM field on which researches
have been conducted for the last decades. The first
researches in this field are the works of Evans [3],
Fishburn, Isaacs [4] and Schneller, Sphicas [9] that
focused on determining decision sensitivity to
probabilistic estimation errors.

Soofi [10] and Barron, Schmidt [1] suggested a sensitivity
analysis for additive MADM models. They assumed a set
of weights for attributes and obtained a new set of weights
for them, so that the efficiency of alternatives has become
equal or their order has changed.

Ma et al. [8] studied the structure of weights’ set and
conditions that result in special ranking or priority of one
alternative to another, in additive decision making
models.

Insua & French [7] offering a method at the frame of
algorithms in sensitivity analysis studied the result of
changes in attributes' weights on the final score of
alternatives in MADM models and calculated the required
change in attributes' weights for changing the optimal
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solution. These algorithms and methods were revised by
Insua, Salhi, Proll [6].

Sanchez and Triantaphyllou [11] studied two types of
sensitivity analysis for three methods of MADM. The first
type determines the most sensitive attribute and calculates
the change in attributes’ weights that leads to change in
the ranking of alternatives and the second type measures
the sensitivity of decision making matrix elements.
Zavadskas et al. [13] proposed a model for determining
sensitivity to changes of separate parameters that enable
to increase the reliability of the applied methods.
Eshlaghy et al. [2] studied sensitivity analysis approach to
produce complementary information by determination of
criteria values domain in decision making matrix.

Yeh [12] presented a new approach to the selection of
compensatory MADM methods for a specific cardinal
ranking problem via sensitivity analysis of attribute
weights. In line with the context-dependent concept of
informational importance, the approach examines the
consistency degree between the relative degree of
sensitivity of individual attributes using an MADM
method and the relative degree of influence of the
corresponding attributes indicated by Shannon's entropy
concept.

Memariani et al. [9] provided a new method for
sensitivity analysis of MADM problems so that by using
it and changing the weights of attributes, one can
determine changes in the final results of a decision
making problem. This analysis was applied for SAW
technique.

In this paper, we offer a new method for sensitivity
analysis of multi-attribute decision making problems so
that by using it and changing one element of decision
making matrix, we can determine changes in the results of
a decision making problem. This analysis is performed on
the TOPSIS technique and the formulae are obtained.
Since this method has a robust mathematical
infrastructure that is suitable for most multi-attribute
decision making problems, we applied sensitivity analysis
for it.

The rest of the paper is organized as follows:

In the next section, the TOPSIS technique is reviewed and
formulae and relations are mentioned. In the third section,
the most important part of the article, a new method for
sensitivity analysis of MADM models is developed. To
do this, we first study the result of change in the weight of
one attribute on the weights of other attributes. Then we
study the results of change in the weight of one attribute
on the final score of all attributes. In section 4, by
presenting a numerical example the obtained relations and
formulae are tested and their accuracy is confirmed.
Finally, the article is summarized and conclusions and
suggestions for future researches are cited.
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2. A Review on TOPSIS Technique

In a MADM model, the ideal solution such A" is the one
that has the greatest utility on all of the attributes. That is
A ={C;,C5, ..., Ci}; G = max; Uj(ry)
i=1,2,...,m =1,2,.....k (1)
And the worst or the anti-ideal alternative such A is the
one that has the least utility on all of the attributes. That is
A~ ={C{,C3,...,Ck}; G = min; Uj(ry;)
i=1,2,...,m =1,2,.....k (2)

The TOPSIS technique by considering the difference of
alternatives from ideal and anti-ideal solution, selects the
one that has the least difference from ideal and the
greatest difference from anti-ideal solution. So, TOPSIS
technique has the following steps for solving MADM
models.

Stepl. Transform decision making matrix to a
normalized matrix by using the Euclidean norm, defined

as:
=
/ ., ay
Note. If there are qualitative attributes, we can use scales
for quantifying them in order to solve by TOPSIS
technique.
Step 2. Calculate weighted normalized matrix V= (V;j)mxx
by considering the normalized matrix from step 1 and the
vector of attributes’ weights from Decision Maker (DM),
that is a mxk matrix and its elements are:
Vij=rj.w; i=1,2,.,m ,j=12,...k “4)
Step 3. Determine the ideal and anti-ideal solutions by
considering the weighted normalized matrix, as:
A* = {(max; v;;|j € ]), (min; vij|j € J')|i = 1,2,..,m}

wom j=12 ..k 3)

={vi, v, ... vf, .., v} (&)
A = {(minl- vij|j E]),(maxi vi].|j E]’)|i = 1,2,..,m}
={vi,v3, v, V) (6)

Wherein J’s profit attributes and J”s cost ones.

Step 4. Calculate the distance of alternatives from ideal
and anti-ideal solutions. For this, we usually use the
Euclidean norm as follow:

dif = {X;(i; — v )2}/ ;i=1,2,..,m (7)
di = {Z;(wi; —vi)?}? i=1,2,...m ®)
Wherein, d; is the distance of the ith alternative from the
ideal solution and d; is that of anti-ideal solution.

Step 5. Calculate the relative distance of alternatives such
A; from ideal solution as

clf = d{d-:d;“’ i=1.2,..m )
Then, sort them by cl; descending.

3. Developing a New Method for Sensitivity Analysis
of MADM Problems

Earlier researches on the sensitivity analysis of MADM
problems often focused on determining the most sensitive
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attribute. They also focused on finding the least value of
the change. However, a new method for sensitivity
analysis of MADM problems is considered in this article
that calculates the changing in the final score of
alternatives when a change occurs in the weight of one
attribute.

3. 1. The effect of change in the weight of one attribute on
the weight of other attributes

The  vector for  weights of  attributes s
Wt = (w;,w,,...,w,) wherein weights are normalized
with a sum of 1, that is:

With these assumptions, if the weight of one attribute
changes, then the weight of other attributes change
accordingly, and the new vector of weights transformed
into W't = (wy,wy, ..., w;)

The next theorem depicts changes in the weight of
attributes.

Theorem 3.1.1. In the MADM model, if the weight of the
Pth attribute, changes by A,, then the weight of other

attributes change by A;, where:
pWj

A . .
Aj:wp s J=12,..k ,j#p
(11)

Proof. If the new weight of the attribute is w; and the new
weight of the Pth attribute changes as:

Wl = w, + A, (12)
Then, the new weight of the other attributes would change
as

Wj’=wj+A]- i J=12,..k,j#p (13)
And because the sum of weights must be 1 then:
w =Yk w+ XA B A =0 (14)
Therefore:
Bp=—Zi1 (15)
j#p
Where:
_ Ap.wj L. 3
Aj— —Wp—l 3] = 1,2,..,k ] FD
(16)
Since:
Apwi A k
—A —Z] 1A _Z] 1y, = 1_pr_121::1w]-=
Jj#p jep " Jj#p
wp) = =4, a7

Main result. In a MADM problem, if the weight of the Pth
attribute changes from w,, to wy, as:

wy, =w, +4, (18)
Then, the weight of other attributes would change as:

, 1—w,—4, 1-w,
w =———Ww; = Wi

J 1-w, To1l-w,

j=12,...k ,j#*p (19)
Since, for j=12,...,k ,j#p we have:

P wi Wj(Wp—1)+Ap.Wj
w} =w; +4;=w; + 1 — (20)
1-w . 1—wy,
ﬁwr_( p p)W1: Wp_W.;
J 1-w, 1-w, "’
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j=12,..,k,j#*p 21
Then, new vector for weights of attributes would be

W't = (wq,wy, ..., wy), that is:
{ Wj+Ap j=p
W]'= 1-wyp, . o 22)
1—wp'W11¢P']—1,2,--,k
if wp >w, :WJ.’<WJ.
l= A
Yo = Wp B {ifw£,<wp = w > w;
j:l,Z,..,k,j#:p (23)

The sum of new weights of attributes that are obtained in
(22) is 1, because:

j=1 j=1
j#p J¢p
_(1-w-4)
= - Wp Z wj +w, + A
J==p
(1 Wp p)

Gl ) S S
(24)

Corollary. In the new vector of weights that is obtained by
(22), the weight’s ratio is the same (exception of the Pth
attribute) because new weights for attributes (exception of
the Pth attribute) is obtained by multiplying the constant

Gwp=ty) to the old weight. Then, the ratio of new weight

1—wp
of attribute C; to new weight of attribute C; for
1,j=1,2,....k , 1, j#p is the same to ratio of old ones. That is
li
Wi _ Wi o i
W W]_,L,] 1,..k,j#*p (25)

3.2. The effect of change in the weight of one attribute on
the final score of alternatives in TOPSIS technique In a
decision making problem solved by TOPSIS, if the
weight of one attribute changes, then the final score of
alternatives will change. The next theorem calculates this
change.

Theorem 3.2.1 In the MADM model of TOPSIS, if the
weight of the Pth attribute changes by A,, then the final
score of the ith alternative, i=1,2,...,m would change as

below:
o _ i
cli” = alt+al- (26)
Where dj*, d;~, are calculated as follow:
+ = {yz.dfz +(1- yz)(vip - VJ)Z +
1/2
AL (rip — 1p)* + ZAp(vl-p - vf;,)(rip - rlp)} 27
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— _ N2
di” ={y*.d; 2+(1_V2)(vip_”p) +
1/2

AZ(rip — 1p)? + 24, (vip - vl;)(rip - rlp)} (28)
For simplicity, we perform the following changes:
_ 1—wp—Ap _ 1_WI’1
Y= 1—wp - 1—wp (29)
, fo<y<1l=w,>w,
wp—wp+Ap=>{l.fy>1 —w <w, (30)
max; vy, ifpe],i=12,..,m 31
S min vy ifp€), i=12,...,m (D
, min; vy, ifpel],i=12,...,m -
C\max; vy ifp€], i=12,...,m (32)

Proof. By considering equation (30), if the weight of the
Pth attribute changes by A,, then the weights of other
attributes would change by:

W{:(l—wp—Ap).wj_l—w{,

J 1-w,
j=12, .k, j£p

= W =YW
_ J J
1 wp,

(33)

To prove equations (27) and (28), we consider these
changes in all steps of TOPSIS technique.
With regard to the changes in the weights, the weighted

normalized matrix V = (V;j)mxx in  TOPSIS is
transformed to V' = (v';;) mxxas:
1-w,—A
vij = Wj.Tij = (#)'Wj'rﬁ
_ (%) .
1-w, )Y
i=12,..m j=12,.,k, j#p (34)

Vip = Wp.Tip = (Wp + Ap).rip = Vip + 8p.Tip s
i=12,..,m (35)
Since the ideal and anti-ideal solutions are calculated
from weighted normalized decision matrix and in both
( = p.Jj # p)the values of Vi,’s at each column change
similarly, therefore no change would occur in calculating
the ideal and anti-ideal solutions and only their value
changes as follow:

If j = p, then:
vyt =vy + A, vy =v, AT, (36)
Where:
_ {maxl- vpifp€J, i=12,..,m 37)
min; vy, ifp €)', i=12,...,m
. {mini Vipif pEJ, i=12,..,m 38)
max; vy, ifp€J, i =1.2,...,m
And if j # p, then:
ot = vy (1_1{—1";1)%) = v} 1 :Zz = vty
i=12..k (39)
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vy

1-—w,—A 1—wy,
—_ - P Sp\_ - P _
= (W)”’f T=w, -
P P
i=12,..,k (40)
By performing these changes, the distance of alternatives
from the ideal and anti-ideal solutions would change as:

1
k 2
Z(vi’f - v1!+)2
=1

X 2
= 35— v) P+ (Vi + BTy — Vg —
j#p

I+ _
it =

1/2
Ap'rlp)z} (41)
1
14 2
— ’ 1—\2
di- = Z(Vij — )
j=1
)
=A% (v —v7) yE+ Wiy + Aty — v —
j#p 12
A, np)Z} 42)

By solving and simplifying (41) and (42), equations (27),
(28) are acquired.

The values d;*,d';in equations (27), (28) are calculated
by their older values df,d; ,the value of change in the
weight of the Pth attribute, A,, and other available
information in the model. These equations can be used in
the software that use TOPSIS technique for solving
MADM problems to obtain new results in light of change

in the weight of one attribute.

4. Numerical Example

We assume a MADM problem that has three alternatives
and four attributes wherein attributes C;, C4 are of cost
type and attributes C,, C; are of profit type.

Wt =(0.4,0.2,0.3,0.1)

C C C Cs
A [13 9 9 8
D=A, |5 3 5 12

Al7 57 6

For solving it by TOPSIS technique, normalized matrix
by using Euclidean norm is calculated as (43):

dij . .
= F— i=123 j=1234
/ = df

Then:

(43)
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C C. C: G
A 083 0.84 0.72 0.51
R=A, 038 028 040 0.77
A, (041 047 056 0.38

From the equation v;; =r;.w; i =123 ,j=1234,
the weighted normalized matrix is:

cC C G G
A [033 017 022 0.05
V=A |01I5 006 0.12 0.08

A, |0.17 0.09 0.17 0.04

Since J =1{2,3},]' = {1,4} then, ideal and anti-ideal
solutions would be:

At ={0.15,0.17,0.22,0.04}

A~ ={0.33,0.06,0.12,0.08}

By using the Euclidean norm, distance of alternatives
from ideal and anti-ideal solutions are:

di=018 , di=0152 , ;=009
d; =015 , d,=0179 , ;=038

Then, the final score of alternatives are calculated by (44):

.4
olf =——1
d;”+d/

As Cli=0454 . ¢];=054 ,c|;=0.668

Therefore, alternatives are ranked asd; > A, > A;.
Now we assume that the weight of the 2nd attribute
increased by A=0.2 and be

! — —
Wo=W,+A,=02+0.2=04 . Then by equation
(22), the weight of other attributes change as (45):

r

, 1=1273
(44)

= w;j = 0.75w;

= W' = (0.3,0.4,0.225,0.075) (45)
In TOPSIS technique, this change in the weights affects
the weighted normalized matrix, and then we have:

Ci C. C; C.
A 10248 0336 0.163 0.038
V'=A, [0.114 0.112 0.090 0.057
A, [0.124 0.186 0.126 0.029
Since ] = {2,3},]' = {1,4}, then, ideal and anti-ideal
solutions are calculated and € l’f for each alternative are:
Cl';=0.636 , Cl';=0.362 ,Cl';=0.497

SoA; > A; > A,. It is obvious that, the ranking of
alternatives has changed because of changing in the
weight of the second attribute.
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If we use equations (27), (28), then without resolving the
problem, we can calculate the final score of alternatives
by considering the change in the weight of second
attribute as (46):

A = {2 d7 + (=), -V +

1
A (5, = 1)) + 20, (v —VE (5, — 1))} 2
d;" = {2 d + 1=y, - V;)°
+ Az2(ri2 - r|'2)2 + 2A2(Vi2 - Vz_)

(riz - rl’z)}%

Where:

(46)

With regard to the matrixes R, V in primal model (before
changing the weight of second attribute), we have:

V=017, V,=006, r,=0.84, r,=028
By replacing these values in above equations, we have:

d’/=0135 , (%=0237 , (';=0.154
d’;=0236 , d/,=0.134 , (';=0.152

d;~

—3 7= can calculate
d;"+d;

And from the equation Cllz' =
cl't as:
cl’/=0636 , ¢|’,=0362 ,c|’;=0.497

So the final rank of alternatives would be A; > A; > A,
that is exactly the same result obtained by resolving
problem.
Note. Accordingly said at corollary of theorem (3.1.1).
The ratio of new and old weights of all attributes except
attribute 2 will not change, that is:
W w, o

= — 7'9]219394
w

!

i W

For example, for attributes 1st and 4th we have:

ww 0.3 0.4

1 = 1 - = = 4
w,  0.075 0.1

W,

This example demonstrates that:

First, the change in the weight of one attribute affects the
weight of other attributes. The value of this change is
calculated by equation (22). Second, the final score of all
alternatives will change after this change; however, there
is no need for resolving the problem. The change in the
final score of alternatives is calculated by equations (27),
(28).

(47)
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5. Conclusions and Future Research

In the classic techniques of MADM, often, it is assumed
that all the used data (such as weight of attributes,
efficiency of alternatives against attributes,...) are
deterministic and the final score or utility of alternatives
are obtained by MADM solving techniques. However, in
reality, data of decision making problem are changing so
that, after solving decision making problems, usually a
sensitivity analysis is carried out.

The studies done on sensitivity analysis for MADM
problems often focused on determining the most sensitive
attribute in the model. This attribute is one that, the least
change in its weight relative to others, leads to change in
ranking of alternatives. Also, they found the value of
changing in the weight of one attribute that leads to the
change in ranking of alternatives. These researches
frequently focused on attributes’ sensitivity.

The other type of sensitivity analysis not addressed in the
existing literature is calculating the change in the final
score of alternatives in light of changes in the weight of a
particular attribute. In this sensitivity analysis, for a given
change in the weight of one attribute, the change in the
score of alternatives is calculated.

The type of sensitivity analysis presented in this paper can
be applied in MADM related software for solving
decision making problems so by adding it to this software
and by utilizing graphical capability of computers, we can
change the weight of one attribute arbitrarily and observe
its effect on the final score and rank of alternatives,
immediately. The following suggestions are proposed for
future researches.

Studying the effect of change in one element of decision
making matrix on the final score of alternatives in
TOPSIS technique.

Studying the effect of simultaneous change in the weight
of one attribute and in one element of decision making
matrix on the final score of alternatives in TOPSIS
technique.

Applying this type of sensitivity analysis for other
techniques of MADM including Simple additive weighting
method (SAW), Preference ranking organization method
for enrichment evaluations (PROMEETHE) and Analytical
hierarchy process (AHP).
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