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 Abstract 
 

Flexible job shop scheduling problem (FJSP) has received a lot of attention in recent years, but the important point is that this field of study 

can be subject to many assumptions and lots of innovations can be considered. One of these can be reverse flow, which has been overlooked 

in many studies, while its effect on the cost and time of construction is undeniable. Other areas such as job rotation as well as issues related 

to sustainability can be of particular importance in this area and have not been reviewed in previous researches. Therefore, the present study 

seeks to provide a model to optimize the multi-objective flexible job shop scheduling problem concerning the issues of sustainability with 

reverse flow and job rotation considerations. For this purpose, a multi-objective mathematical scheduling model is developed, the first goal 

of which is to minimize the construction time and the second goal is to minimize the issues related to sustainability. To solve the model, two 

methods were used: Sensitivity analysis and meta-heuristic. The whale optimization algorithm (WOA) was employed in the meta-heuristic 

method. The results of the implementation of WOA indicate the efficiency of the proposed algorithm, while the findings of the sensitivity 

analysis also point to the effect of research innovations on the objective functions of the problem. 
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1. Introduction 
 

Today, many businesses increase their product range by 

developing new products according to customer demands to 

survive competitively. For this reason, businesses 

expanding their product range prefer job shop 

manufacturing among manufacturing processes. In job 

shop-type manufacturing, a job may require more than one 

operation. The operations of a job are performed on certain 

machines. Flexible job shop manufacturing is a type of job 

shop manufacturing in which more than one machine can do 

the same job, and thus the job routes become flexible. It 

provides essential services to businesses, such as shortening 

the completion times of jobs. However, the scheduling of 

jobs is much more complicated than in traditional job shop 

manufacturing. (Tutumlu & Tugba Saraç 2023) 

The flexible job shop scheduling problem (FJSP) is an NP-

hard combinatorial optimization problem, which has wide 

applications in the real world. The complexity and relevance 

of the FJSP have led to numerous research works on its 

modeling and resolution. (Dauzère-Pérès et al., 2023)  

Job shop scheduling can be described as 'the workload 

distribution between the machines and the determination of 

the process sequences of these jobs on their machines’ 

(Stevenson, 1996). In a job shop scheduling problem where 

there are n jobs and m machines, there are (n!)m schedules. 

As the number of jobs and machines increases, schedules 

increase exponentially, making it difficult to obtain the 

optimum schedule. Job shop scheduling problems are NP-

hard problems. (Tutumlu & Tugba Saraç 2023) 

The FJSP is based on the classical job shop scheduling 

problem (JSP) considering machine flexibility. In the FJSP, 

each operation can be processed by a machine selected from 

the corresponding processing machine set, which makes it 

more in line with the actual production situation than the 

JSP. Due to the NP-hard characteristic of the JSP, the FJSP 

considering machine flexibility also belongs to NP-hard 

problem. In the recent decades, an increasing number of 

extended versions of FJSP have been proposed by 

researchers to make the scheduling models more in line with 

the real production environment. (Gong et al., 2024) 

Flexible job shop scheduling is one of the most common 

systems in the production of various parts and is a subset of 

the job shop problem. This manufacturing environment 

includes a number of tasks that must be programmed to be 

processed on a set of machines. Each task contains a 

sequence of operations (path), which must be performed to 

complete a task. Each of these operations related to each 

task must be executed on a machine from a set of available 

machines. The set of machines available for each task is a 

subset of all the machines that exist in the manufacturing 

environment. In this case, n tasks are scheduled and planned 

on m machines. Parallel and identical machines are used for 

this type of problem that are capable of performing all 

operations. Each task consists of several operations and has 

a specific performing process different from that of other 

tasks. This developed issue is called classic job shop 

scheduling problem  (Saeedi and Fattahi, 2007). 

In the case of flexible job shop, the machines used for the 

operation are not predetermined. This means that each 
* Corresponding author Email address: arsalan_sh67@yahoo.com 
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machine can perform the operations of all n different tasks 

and there is no limit to the number of operations that can be 

performed by machines. Therefore, this feature removes the 

constraint of machine selection and greatly extends the 

solution space of job shop scheduling problem (Kacem et 

al., 2002). FJSP is one of the NP-Hard problems, which 

means that by adding one dimension to the problem, the 

time of problem solving increases exponentially (Kacem et 

al., 2002). 

The essential issue for modeling flexible job shop 

production scheduling problem is to take into consideration, 

the reverse flows in this system. In production scheduling, 

reverse flows are introduced through the production units of 

montage/separation/duplication. This research presents a 

multi-objective model for flexible and sustainable job shop 

scheduling problem with the reverse flow of tasks for the 

purpose of duplication, in which considerations related to 

workforce allocation and job rotation based on learning 

factors are also examined. As mentioned, the model will be 

multi-objective with the objectives of minimizing the 

maximum completion time, minimizing the environmental 

impact, and minimizing the cost of workforce allocation. 

It should be noted that according to the investigations, 

research has been done on the issue of job shop scheduling 

with reverse flows, but due to the breadth and the 

importance of the subject, other studies can be conducted in 

this field. Regarding the issue of flow shop production 

scheduling with limited resources, we can refer to Yazdani 

and Naderi (2016) as one of the latest relevant researches. 

In these types of issues, in addition to scheduling tasks, 

limited and available resources are allocated to tasks. The 

important innovation of this type of research is the attention 

directed towards the issue of limited resources allocation. 

Fattahi et al. (2018) have proposed the flexible job shop 

production by considering one montage step as well as the 

preparation time depending on the sequence. In respect of 

modeling and scheduling montage flow shop problems, we 

can point out Bashi Warsho Saz et al. (2018) who explored 

montage in two stages with non-identical montage 

machines. But it is apparent that the researches conducted 

abroad are greater in number and variety. For example, Shen 

et al. (2018) have analyzed task scheduling with regard to 

the sequence-dependent start-up time which has been 

evaluated as an important variable in significant research 

studies.  

Recent research includes that of Budala et al. (2019) which 

suggests learning-based optimization based on an integrated 

approach with the aim of minimizing maximum completion 

time. Huang and Yang (2019) have also attempted to 

provide an integrated version of the genetic algorithm to 

solve the scheduling problem considering the transfer time. 

Lonardi et al. (2019) have discussed assigning operations to 

machines and determining the order of sequence by 

observing the preliminaries. Among the latest research, 

Kress et al. (2019) have looked into the issue of flexible job 

shop scheduling with sequence-dependent start-up time, 

taking into account the heterogeneity of machines and 

operator-dependent processing time. 

But in the meantime, it is evident that many issues have not 

been addressed in the flexible flow shop problem such as 

sustainability, reverse flow, etc. This research aims to 

provide a model for the problem by considering processing 

constraints (focusing on reverse flow, job rotation, learning 

effect, and sustainability) with respect to reverse flow and 

its solution using meta-heuristic algorithms. There is a 

dynamic offline problem in which the factors that cause 

uncertainty, such as the time required for duplication, have 

been examined indefinitely. 

In this study, a number of products of each workstation that 

need to be duplicated after quality control so that the model 

and the assumed actual production system correspond, are 

referred back to the station and the desired process is 

performed on them again. 

One of the cases considered in this research is the 

dimensions of sustainability (economic, social, and 

environmental); However, the economic and environmental 

dimensions are just considered in the present study. The 

economic dimension includes minimizing production costs 

and allocating workforce; The environmental dimension 

includes minimizing the emission of pollutants and waste of 

production. 

In this research, the allocation of skilled workforce and job 

rotation is also surveyed and in this regard, the learning 

factor is considered. In order to allocate workforce, the 

learning factor of the workforce is taken into consideration; 

In this way, the effect of human factors in scheduling is 

noted. In the present research model, the learning coefficient 

is defined, which is calculated as ka each time a workforce 

is allocated to a machine (a is the learning coefficient, k is 

the number of times the workforce is allocated). 

In the present study, the duplication time parameter is 

considered fuzzy. A multi-objective mathematical model 

with fuzzy parameters is presented and then implemented in 

the environment of GAMS to check the validity of the 

model. Finally, meta-heuristic algorithms such as whale 

optimization will be used to solve the model after validating. 

 

2. Literature Review 

 

The flexible job shop scheduling problem (FJSP) has been 

studied extensively over the past decades, mainly because 

of its practical significance for managers to make 

production decisions in manufacturing environments. 
(Gong et al., 2024).  

The flexible job shop scheduling problems (FJSP) has been 

developed many different mathematical models and 

solution approaches have been developed. (Guo et al, 2022)  

This section provides an overview of articles conducted in 

the field of flexible job shop. Articles from 2000 to 2024 

have been reviewed over a period of 20 years and their main 

concepts will be presented. 

Jonsen et al. (2000) proposed a polynomial algorithm to 

solve FJSP once by considering and then, not considering 

the interruption of the operations.  

Kacem et al. (2002) developed a genetic algorithm 

controlled by the localization method and applied it to a 

flexible job shop problem with single and multiple objective 

functions.  

Chan et al. (2004) used genetic algorithms to solve the 

problem. First, the genetic algorithm was proposed to solve 
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the allocation problem, and then the second genetic 

algorithm was implemented to determine the sequence of 

tasks on the machines. 

Torabi et al. (2005) suggested a way to solve the problem of 

economic scheduling of multi-product groups with a general 

cycle in a flexible job shop. In this paper, flexible job shop 

has been studied as a combination of two job shop issues 

and parallel machines.  

Low et al. (2005) solved the flexible processing problem 

with multi-objective function with a precise optimization 

algorithm.  

Ong et al. (2005) offered an immune system-based 

algorithm to solve FJSP with job re-rotation. The objective 

function of this problem was the maximum completion time.  

Axia and Wu (2005) proposed an efficient hierarchical 

practical method for solving the flexible job shop problem 

with multi-objective functions. This method used particle 

swarm optimization to assign operations to machines and 

simulated annealing to schedule operations on each 

machine. 

Rossi and Dini (2007) used the ant colony optimization 

(AOC) algorithm to minimize the maximum completion 

time of tasks in flexible job shop environments. In the case 

under study, sequence-dependent preparation time, as well 

as job rotation time in the job shop, have been considered.  

Tao (2007) solved the problem of flexible job shop by 

combining distribution rules and genetic algorithms.  

Gao et al. (2008) solved the job shop problem, using genetic 

algorithms along with variable neighborhood search, with 

the aim of minimizing the maximum completion time and 

workload of machines and their total workload by weighting 

objective functions.  

Pezzella et al. (2008) proposed a genetic algorithm for the 

flexible job shop production scheduling problem and used 

different rules for population growth, selection of 

individuals, and combination operator.  

De-Ming et al. (2008) discussed job shop scheduling with 

random processing time in natural dispersion. The 

developed Giffler-Thompson randomization method was 

first presented and some operations related to random 

processing time were defined. Then a new permutation-

based method was suggested in which the sub-string 

corresponded to each permutation machine.  

In a study by Gen et al. (2009), a multi-step genetic 

algorithm with a change in bottlenecks was developed for 

the flexible job shop problem. The genetic algorithm used 

two vectors to represent each candidate for flexible job shop 

problem solving. Crossover operators and phenotypic 

mutations have been proposed to adapt to the chromosome-

specific structures and characteristics of this problem.  

The following are articles presented in the field of job shop 

in the 2010s.  

Akhshabi et al. (2014) have introduced a mixed linear 

programming model for a specific open-shop scheduling 

problem, taking into account the separation and 

configuration time. This algorithm provides good results in 

problems with sufficient discontinuity but lacks the 

necessary efficiency in complex problems.  

Mirabi et al. (2014) have introduced two genetic algorithms 

for the permutation flow shop scheduling problem. The 

authors have used the modified NEH method to find the 

initial solution to the flow shop problem.  

Mascia et al. (2015) also provided two simple local search 

methods based on the interactive greedy algorithm. This 

algorithm has two steps: the demolition step in which some 

tasks are removed from the initial response and the 

construction step in which the deleted tasks are assigned to 

the initial response using the NEH innovative method.  

Gao et al. (2016) utilized the harmony search algorithm to 

solve the multi-objective flexible job shop problem with the 

goals of minimizing the maximum completion time and the 

average earliness and tardiness. They first designed an 

innovative method for assigning a task to the machine and 

then used the algorithm to determine the sequence of tasks 

on the machine and the sequence of machines for each task, 

which is combined with an improvement procedure 

(involving several neighborhood search operators).  

Zandieh et al. (2016) proposed a new multi-objective tabu 

search algorithm for the open-shop scheduling problem with 

two objectives based on the fuzzy multi-objective decision-

making approach. 

Zhou et al. (2017) addressed the flexible job shop 

scheduling problem as the selected research objective and 

the mathematical model with the aim of minimizing the 

maximum reconstruction time. Using a company's reverse 

gear production line, for example, a genetic algorithm was 

applied to a flexible job shop scheduling problem to obtain 

specific optimal results with MATLAB.  

Hamm (2017) has studied FJSP with a parallel batch 

processing machine. First, a mixed-integer programming 

(MIP) formulation is proposed.  

Wang et al. (2017) investigated FJSP with the aim of 

minimizing the maximum completion time and proposed an 

improved ant colony optimization algorithm to solve it. 

They first provided a mathematical model for this problem 

and then, due to the two weaknesses of the ant algorithm, 

namely, low computational efficiency and local optimum, 

improved the algorithm and used it to solve the 

mathematical model. 

Eddineh Nouri et al. (2018) solved FJSP using integrated 

meta-heuristic algorithms based on a multifactorial system. 

They presented how to solve FJSP using integrated 

metaheuristic algorithms and clustered holonic 

multifactorial models.  

Shen et al. (2018) have solved FJSP by considering the 

assumption of sequence-dependent preparation times. They 

first presented a mathematical model with the aim of 

minimizing the maximum completion time.  

Lou et al. (2018) used an improved genetic algorithm to 

solve the flexible flow shop scheduling problem. They 

offered a mathematical model with the aim of minimizing 

the maximum completion time and solved 3 problems in the 

literature using their proposed algorithm. 

Shen et al. (2018) dealt with FJSP with sequence-dependent 

start-up time, where the goal was to minimize the time 

interval.  

 Rooeinfar et al. (2019) have proposed a new mathematical 

model for a flexible flow shop  problems in uncertainty. 

 Raissi et al. (2019) proposes a new more realistic 

mathematical model which considers both the PM and 
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holding cost of jobs inside the buffers in the stochastic 

flexible flow shop scheduling problem. The holding cost is 

controlled in the model via the budget constraint. 

Sajjadi et al. (2019) also presented a model for FJSP and 

used a genetic algorithm to solve it. In this paper, robust 

optimization of FJSP has been discussed, considering the 

failure of random machines.  

Buddalla et al. (2019) have solved FJSP. In their paper, 

teaching-learning-based optimization (TLBO) was 

proposed to solve FJSP based on an integrated approach 

with the aim of minimizing the maximum completion time.  

Huang and Yang (2019) prepared an integrated version of 

the genetic algorithm to solve FJSP by considering the 

transfer time. They proposed a multi-objective 

mathematical model for scheduling, which also considered 

transfer time. They also used a multi-objective genetic 

algorithm combined with a simulated annealing algorithm 

to solve the model. 

Kress et al. (2019) investigated FJSP with sequence-

dependent start-up time, taking into account the processing 

time and operator-dependent heterogeneous machines. They 

developed a bi-objective model, dividing the scheduling 

problem into a vehicle routing problem with priority 

constraints and a job-machine assignment problem, using 

precise methods to solve the model. 

Beheshtinia and Ghazi Vakili (2019) have studied and 

solved multi-objective FJSP. In this paper, three objectives 

including the minimization of maximum completion time 

(Cmax), maximum working load of the machine (Wmax), 

and total work (WT) were investigated and after presenting 

the mathematical model for the problem, a genetic algorithm 

named the reference group genetic algorithm (RGGA) was 

used to solve the issue.  

Basan et al. (2019) proposed a decomposition algorithm 

based on mixed-integer programming for FJSP. They 

assumed that the manufacturing environment is multi-stage 

and includes heterogeneous machines. They suggested a 

dual-stage model for this problem, in which the maximum 

completion time was optimized in the first stage and then 

the resource consumption was minimized in the second 

stage while maintaining the Cmax optimization. 

Jun et al. (2019) have provided learning rules, using the 

Random Forest method to solve FJSP. In this paper, they 

addressed FJSP to minimize penalty interest using learning 

rules.  

Cao et al. (2019) have solved FJSP with the aim of 

minimizing the maximum completion time. In their paper, 

an adaptive scheduling algorithm was proposed to minimize 

the makespan in dynamic FJSP. Instead of a linear order, a 

directed cycle graph was used to show the complex 

prerequisite constraints between operations of tasks.  

Renna (2019) has discussed FJSP with the effect of learning 

rate and based on multifactorial models. This research 

presented a scheduling method to support a production 

system influenced by learning/forgetting. 

Luo et al.(2020) have provided An improved genetic 

algorithm is proposed to overcome the shortcomings of 

traditional genetic algorithm, such as weak searching ability 

and long running time when solving FJSP. The simulation 

results proved that the improved algorithm has better 

performance than some other algorithms. 

Ding & Gu (2020) have provided a hybrid HLO-PSO 

algorithm, which utilizes various combinations of the 

proposed improved PSO and proposed scheduling strategies 

to solve FJSP under the algorithm architecture of HLO. by 

using it to solve several groups of FJSP instances, the result 

comparisons with other related algorithms reveal that HLO-

PSO can efficiently solve most of single-objective FJSP. 

Apornak et al. (2021) used data envelopment analysis 

(DEA)  as a multi-criteria decision making techniques to 

seek more appropriate assignment. 

Fan et al. (2021) have provided a hybrid Jaya algorithm 

integrated with Tabu search is proposed to solve FJSP for 

makespan minimization. The proposed algorithm is 

compared with several state-of-the-art algorithms on three 

well-known FJSP benchmark sets. Extensive experimental 

results suggest its superiority in both optimality and 

stability. 

Lou et al. (2022) have provided a multi-objective FJSP 

considering human factors (MO-FJSPHF) to 

simultaneously minimize makespan, maximum machine 

workload, and total machine workload. Experimental results 

show that proposed algorithm outperforms four state-of-the-

art algorithms on forty-three test instances and three real-

world cases from a casting workshop.  

Lei  et al (2022) have provided an end-to-end deep 

reinforcement framework to automatically learn a policy for 

solving a flexible Job-shop scheduling problem (FJSP) 

using a graph neural network.  

Prause da Silva & et al  (2024) the DM Fuzzy TOPSIS 

algorithm proves to be a valuable tool for supporting 

decision-making in production systems, assisting in the 

selection of the best production schedule among the optimal 

or near-optimal solutions obtained from the Pareto set. By 

integrating multi-objective optimization and decision-

making techniques, this research contributes to more 

efficient and informed production scheduling practices, 

ultimately enhancing overall system performance. 

Tutumlu & Sara (2023) have provided addresses the 

Flexible Job-Shop Scheduling Problem (FJSP) with job-

splitting, determining how many sub-lots each job should be 

split into and the size of each sub-lot. A MIP model is 

proposed for the considered problem. In the model, the size 

and number of sub-lots of a job are not predefined or 

bounded. The objective function of the model is to minimize 

the makespan.  

We can see that a variety of extended versions of  FJSP have 

been studied by many researchers to help the production 

managers to implement more reasonable scheduling 

strategies. However, to the best of our knowledge, there is 

no research attention to machine flexibility and operation 

flexibility simultaneously, which have a great impact on 

production efficiency. In order to take the machine 

flexibility and operation flexibility full into consideration, a 

lot of work is needed in this area to fill the gap. (Gong et al., 

2024). 
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 3. Research  Methods 
 

The present research is theoretical and analytical. In this 

study, a mathematical model of fuzzy multi-objective mixed-

integer programming will be presented. Pareto archived 

multi-objective meta-heuristic algorithms will be proposed 

to solve the model. The reason for using the Pareto archived 

solution method is that the objectives of the research are not 

in the same direction and are in conflict with each other. This 

method is the one that solves multi-objective problems and 

tries to achieve near-optimal solutions by improving all the 

objectives at the same time. In this research, the 

aforementioned method will be utilized to find the responses 

close to the Pareto principle. First, the model is solved in a 

GAMS environment in small segments in order to measure 

the validity of the model, and then the results of GAMS are 

compared with the results of the same problem solved by the 

proposed meta-heuristic algorithm, namely, Pareto archived 

multi-objective whale optimization algorithm. Then, the 

validity of the model and algorithm is checked. It is worth 

noting that, the multi-objective model is transformed into a 

single-objective model, using the LP-metric method, in order 

to solve the model in the GAMS environment. After 

validating the model and algorithm, the multi-objective 

model is solved using the proposed Pareto-archived 

algorithm suitable for various sample problems that are 

designed based on previous research. 

Besides, the results of the mentioned algorithm will be 

compared to the known multi-objective genetic algorithm to 

prove the efficiency of the proposed algorithm. 

Comparative characteristics of quality, dispersion, and 

uniformity designed for multi-objective problems will be 

used to compare the results of the proposed algorithm and 

the multi-objective whale optimization algorithm. The 

research steps are presented in figure 1. 

 

 

Fig. 1.  Research steps 
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3.1. Mathematical model 

The problem is based on the assumption that a number of 

tasks (jobs) or activities must be processed by a number of 

machines. The operation has a certain duration, which is 

called processing time. In this case, the machines are always 

available, but the tasks may not always be available, which 

means that the part is ready to be processed at this time. The 

objective of this problem is to find the sequence of 

operations on the machines in such a way that, first, they are 

compatible with technological constraints, that is, a possible 

schedule is created, and second, it is optimized according to 

a number of performance criteria. 

In addition to the question of flexible job shop scheduling, 

three other important issues are addressed in the present 

paper. One of these issues is paying attention to 

sustainability or environmental concerns, which is 

considered as one of the objective functions of the problem, 

seeking to manage energy and reduce fuel consumption. The 

second issue studied in the present study is the discussion of 

reverse flow in scheduling, which has been less investigated 

in the literature. Of course, it should be noted that many 

subjects have been examined under the title of reverse 

logistics in supply chain research, but in studies related to 

operation scheduling, either flow shop or job shop has been 

less observed. 

Another discussion in the present model which has rarely 

been remarked in scheduling research is the discussion of 

job rotation. The purpose of the present model is to 

maximize and optimize job rotation and in fact, to pay 

serious attention to this point due to its significance in the 

field of manpower and organizational behavior

 

 
Fig. 2.  General schema of the model 

 

Figure 2 indicate how the machine are assigned based on 

assumptions of research. Meanwhile the reverse flow is 

indicate with orange arrows that the possibility for 

reversing is considered here. 

Assumptions: 

1. It is impossible to process two operations of a task at 

the same time, i.e., each task can only be processed by one 

machine at a time. 

2. Each task has a distinct operation that is performed on 

one machine. 

3. Interruption of operations is not allowed, that is, when 

an operation is started on a machine, it must continue 
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without interruption until completion, and the start of 

another operation on that machine is not allowed before 

the completion of this operation. 

4. Canceling the task is not allowed. That is, each task 

must be processed until it is completed. 

5. Each machine can only perform one operation at a time. 

6. There exists only one machine of each type. 

7. Machines may become idle. 

8. Machines never break down and are available 

throughout the scheduling period. 

9. Preparation times are independent of the sequence of 

operations. 

10. The time of transferring tasks between machines can 

be ignored. 

11. Task saving is allowed during construction. That is, 

tasks can wait for their next stage of operation. 

12. Technological constraints are clear and unchangeable 

from the beginning. 

13. Some parameters are uncertain. 

14. Environmental considerations are discussed in the 

present model. 

15. Improvement or maximization of job rotation 

considerations are noted. 

16. Reverse flow is considered in the production 

scheduling in the present model. 

 

Indexes 

Task: i 

Machine: k 

Number of machines: m 

Position of the machine: t 

Number of activities: n 

Workdays: d 

Operator: l 

 

Parameters 

The number of operations for task i: si 

Operation j of task i: oi,j 

Number of replacement machines for operation oi,j: mi,j 

The maximum number of positions for machine k: Pk 

Uncertain time of performing operation o on machine k: 

Pt̃i,j,k 

Uncertain power consumption to perform operation o on 

machine k: P̃i,j,k 

Maximum on-off strategy time for machine k: Nk 

The energy required to perform operation o on machine 

k:Ppoweri,j,k
 

Power consumed by machine k to turn on and off machine 

k: energy Sk 

Energy consumed by machine k during idle time: Pk
idle 

Payback period of machine k: TBk 

A large number: M 

 

Decision variables 

Xi,j,k : The binary decision variable takes the value 1 if 

operation o is performed on machine k and otherwise it is 

zero 

Yi,j,k,t : The binary decision variable takes the value 1 if 

operation o occupies position t of machine k and otherwise 

it is zero 

Zk,t : The binary decision variable takes the value 1 if the 

on-off strategy is implemented between position t and t+1 

on machine k and otherwise it is zero 

Bi,j : Continuous decision variable for operation o start-up 

time 

Ei,j : Continuous decision variable for operation o 

completion time 

Sk,t : Continuous decision variable for position t start-up 

time on machine k 

Fk,t : Continuous decision variable for position t 

completion time on machine k 

Rl : The number of different machines to which operator l 

is assigned 

RDl,d : If operator l is assigned on day d, the value is 1 and 

otherwise it is zero  

XRl,d,k : If operator l is assigned to machine k on day d, the 

value is 1 and otherwise it is zero  

 

min 𝑧1 = 𝐶𝑚𝑎𝑥 

 
(1) 

min 𝑧2

= ∑ ∑ 𝑒𝑛𝑒𝑟𝑔𝑦𝑘,𝑡

𝑡=1𝑘=1

+ ∑ ∑ ∑ 𝑃𝑝𝑜𝑤𝑒𝑟𝑖,𝑗,𝑘

𝑘𝑗𝑖

. �̃�𝑖,𝑗,𝑘 . 𝑋𝑖,𝑗,𝑘 

(2) 

𝑒𝑛𝑒𝑟𝑔𝑦𝑘,𝑡 ≥ 𝑒𝑛𝑒𝑟𝑔𝑦 𝑆𝑘𝑍𝑘,𝑡 (3) 

𝑒𝑛𝑒𝑟𝑔𝑦𝑘,𝑡 ≥ (𝑆𝑘,𝑡+1 − 𝐹𝑘,𝑡)𝑃𝑘
𝑖𝑑𝑙𝑒 − 𝑀𝑍𝐾,𝑇 (4) 

∑ 𝑋𝑖,𝑗,𝑘 = 1 

𝑘=1

 (5) 

∑ 𝑌𝑖,𝑗,𝑘,𝑡 = 𝑋𝑖,𝑗,𝑘  

𝑘=1

 (6) 

∑ ∑ 𝑌𝑖,𝑗,𝑘,𝑡 ≤ 1

𝑗𝑖

 (7) 

∑ ∑ 𝑌𝑖,𝑗,𝑘,𝑡 ≥

𝑗𝑖

∑ ∑ 𝑌𝑖𝑖,𝑗𝑗,𝑘,𝑡+1

𝑗𝑖

 (8) 

𝐸𝑖,𝑗 = 𝐵𝑖,𝑗 + ∑(𝑝�̃�𝑖,𝑗,𝑘 . 𝑋𝑖,𝑗,𝑘)

𝑘

 (9) 

𝐹𝑘,𝑡 = 𝑆𝑘,𝑡 + ∑ ∑(𝑝�̃�𝑖,𝑗,𝑘. 𝑌𝑖,𝑗,𝑘,𝑡)

𝑗𝑖

 (10) 

𝑆𝑘,𝑡 ≤ 𝐵𝑖,𝑗 + 𝑀(1 − 𝑌𝑖,𝑗,𝑘,𝑡) (11) 

𝑆𝑘,𝑡 + 𝑀(1 − 𝑌𝑖,𝑗,𝑘,𝑡) ≥ 𝐵𝑖,𝑗 (12) 

𝑆𝑘,𝑡+1 + 𝐹𝑘,𝑡 ≥ 𝑇𝐵𝑘 − 𝑀(1 − 𝑍𝑘,𝑡) (13) 

𝑆𝑘,𝑡+1 + 𝐹𝑘,𝑡 ≤ 𝑇𝐵𝑘 − 𝑀𝑍𝑘,𝑡 (14) 

𝐹𝑘,𝑡 ≤ 𝑆𝑘,𝑡+1 (15) 

𝐸𝑖,𝑗 ≤ 𝐵𝑖,𝑗+1 (16) 

𝐶𝑚𝑎𝑥 ≥ 𝐸𝑖,𝑠 (17) 
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∑ 𝑍𝑘,𝑡 ≤ 𝑁𝑘

𝑡

 (18) 

𝐵𝑖,1 ≤ 𝑀(1 − 𝑋𝑖,𝑗,1) (19) 

𝐵𝑖,𝑘 ≤ 𝑀(1 − 𝑋𝑖,𝑗,1) (20) 

𝐵𝑘,𝑗 + 𝑝�̃�𝑖,𝑗,𝑘 − 𝐵(𝑘+1),𝑗 ≤ 0 (21) 

𝐵𝑘,𝑗 + 𝑝�̃�𝑖,𝑗,𝑘 − 𝐵(𝑘−1),𝑗 ≤ 0 (22) 

𝑅𝑙 ≤ ∑ 𝑅𝐷𝑙𝑑

𝑑

 (23) 

𝑅𝑙 ≤ ∑ 𝑋𝑅𝑙,𝑑,𝑙

𝑑

 (24) 

𝑋𝑖,𝑗,𝑘 ∈ {0,1} (25) 

𝑌𝑖,𝑗,𝑘,𝑡 ∈ {0,1} (26) 

𝑍𝑘,𝑡 ∈ {0,1} (27) 

𝐵𝑖,𝑗 ≥ 0 (28) 

𝐸𝑖,𝑗 ≥ 0 (29) 

𝑆𝑘,𝑡 ≥ 0 (30) 

𝐹𝑘,𝑡 ≥ 0 (31) 

𝑅𝑙 ≥ 0 (32) 

𝑅𝐷𝑙𝑑 ∈ {0,1} (33) 

𝑋𝑅𝑙,𝑑,𝑘 ∈ {0,1} (34) 

 

 The first objective function or equation 1 seeks to 

minimize the total production time. 

 The second objective function or equation 2 seeks to 

minimize energy consumption and in fact issues 

related to sustainability. 

 Equations 3 and 4 ensure that the energy consumed 

by the machine during idle time exceeds the energy 

consumed when the machine is switched on and off. 

 Equation 5 ensures that each operation is assigned to 

exactly one of the machines. 

 Equation 6 shows that if operation o is assigned to 

machine k, it is assigned to exactly one position of 

machine k, otherwise, it cannot be assigned to any 

position of machine k. 

 Constraint 7 states that each position of a machine 

can be assigned to a maximum of one operation. 

 Constraint 8 ensures that the positions of each 

machine must be assigned consecutive operations. 

 Constraint 9 links the completion time of an 

operation to its start-up time. 

 Constraint 10 ensures that the completion time of a 

position is the sum of the start-up time and the 

processing time of the operation assigned to it. 

 Constraints 11 and 12 together ensure that the start-

up time of the operation is equal to the start-up time 

of the position if the operation is assigned to position 

t of machine k. 

 Constraints 13 and 14 limit the machine on-off 

strategy. 

 Constraint 15 states that for two adjacent operations 

on one machine, the next operation can start if only 

the previous operation is perfectly completed. 

 Constraint 16 is the precedence and latency 

constraint and states that any operation of any task 

can only begin after the previous operation has been 

completed. 

 Constraint 17 determines the construction time. 

 Constraint 18 limits the maximum time of on-off 

strategy for all machines 

 Constraints 19 and 20 ensure that the first and the last 

machines start processing tasks at time zero. 

 Constraints 21 and 22 reflect the constraints of 

precedence and latency between operations of a task. 

For a direct operation, the processed operation on 

machine k must precede the processed operation on 

machine k+1.  

 For reverse tasks mentioned by constraint 23, the 

opposite is true. 

 Constraints 24 and 25 determine the number and 

variety of job rotations for operators. 

 Constraints 26 to 34 indicate the range of binary 

variables and the integer of the present study. 

 

Due to the fuzzy nature of the problem, equations with 

fuzzy parameters must be de-fuzzified. Therefore, 

equations 2,9,10,21, and 22 which have a fuzzy parameter, 

are de-fuzzified in the form of equations 35 to  

39. 

 

𝐦𝐢𝐧 𝒛𝟐

= ∑ ∑ 𝒆𝒏𝒆𝒓𝒈𝒚𝒌,𝒕

𝒕=𝟏𝒌=𝟏

+ ∑ ∑ ∑ 𝑷𝒑𝒐𝒘𝒆𝒓𝒊,𝒋,𝒌

𝒌𝒋𝒊

.
𝒑𝟏𝒊,𝒋,𝒌 + 𝟐𝒑𝟐𝒊,𝒋,𝒌 + 𝒑𝟑𝒊,𝒋,𝒌

𝟒
. 𝑿𝒊,𝒋,𝒌 

 

(35)  

𝑬𝒊,𝒋

= 𝑩𝒊,𝒋 + ∑
𝒑𝟏𝒊,𝒋,𝒌 + 𝟐𝒑𝟐𝒊,𝒋,𝒌 + 𝒑𝟑𝒊,𝒋,𝒌

𝟒
  . 𝑿𝒊,𝒋,𝒌)

𝒌

 
(36)  

𝑭𝒌,𝒕

= 𝑺𝒌,𝒕

+ ∑ ∑ (
𝒑𝟏𝒊,𝒋,𝒌 + 𝟐𝒑𝟐𝒊,𝒋,𝒌 + 𝒑𝟑𝒊,𝒋,𝒌

𝟒
. 𝒀𝒊,𝒋,𝒌,𝒕)

𝒋𝒊

 

(37)  

𝑩𝒌,𝒋 +
𝒑𝟏𝒊,𝒋,𝒌 + 𝟐𝒑𝟐𝒊,𝒋,𝒌 + 𝒑𝟑𝒊,𝒋,𝒌

𝟒
− 𝑩(𝒌+𝟏),𝒋 ≤ 𝟎 (38)  

𝑩𝒌,𝒋 +
𝒑𝟏𝒊,𝒋,𝒌 + 𝟐𝒑𝟐𝒊,𝒋,𝒌 + 𝒑𝟑𝒊,𝒋,𝒌

𝟒
− 𝑩(𝒌−𝟏),𝒋 ≤ 𝟎 (39)  

 

min 𝑧2 =Equation 35 is the de-fuzzified form of 

equation 2 and the second objective function. Equations 

36 to 39 include defuzzification constraints. 

 

3.2. Problem solving method 

 

Classical and meta-heuristic methods are used to solve the 

above problem. First, the problem is solved in small 

segments and the whale optimization algorithm is utilized 

for larger segments. The algorithm begins with a set of 

random solutions and in each repetition, the search 

parameters update their position randomly or based on the 
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best solution obtained according to each of the search 

parameters. Parameter a has been reduced from 2 to zero, 

in order to provide exploration and exploitation. Two 

conditions are considered to update the position of search 

parameters. If |A| > 1, then the random search parameter 

is selected, and if |A| < 1, then the best solution is 

selected. Depending on the value of p, the whale algorithm 

is able to switch between spiral and circular movements. 

Finally, the whale algorithm terminates after reaching the 

set satisfaction criterion. The figure 3 shows the 

pseudocode of the algorithm. 

  
 

Generate the initial population responses and 
calculate the fit function for the responses

Is the termination 
condition met?

Report the best response 
and terminate

K=1

Update the population 
responses

K=k+1

If k<size of 
population

Check the search 
space parameters

Update the best response, x

Update the values a, A, 
C, l and p

Yes

Determine the best response, 
x

Fig. 3. General structure of the whale algorithm 
 

Figure 3 shows the general structure of the whale 

algorithm. In the present study, the design of the algorithm 

is Pareto archived which is updated at the end of each 

iteration of the algorithm. Also, in each iteration, an 

improvement procedure is used, therefore the structure of 

the algorithm of the present study will be shown as figure 

4. 
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Generate the initial population responses and 
calculate the fit function for the responses

Is the termination 
condition met?

Report Pareto archive and 
terminate

K=1

Update the population 
responses

K=k+1

If k<size of 
population

Check the search 
space parameters

Update the best response, x
Implement the 

improvement procedure 
on the responses

Update the values a, A, 
C, l and p

Update Pareto archive Yes

Determine the best response, 
x

 
 

Fig. 4. THE structure of the algorithm of the present study 

 

 

 

4. Numerical Examples 
 

In this section, the problem is analyzed in small segments 

and then the results are explained separately based on the 

innovations presented in the research. First, each of the 

objectives is considered as a separate problem and then 

solved as a bi-objective problem such as the model 

presented in the third chapter. The results are proposed 

below using GAMS. 

 

 

 

4.1. Calculation of Cmax without considering energy 

consumption 

In this section, the variable Cmax is solved, which is, in 

fact, the total construction time, without considering the 

second objective function or minimizing energy 

consumption and the results are set forth once with and 

then without reverse flow condition 
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       Table 1 

       Problem solving regardless of reverse flow 
 machine 

activitie 1 2 3 

1 0 238 50 

2 238 191 293 

3 293 125 94 

4 50 147 359 

 

 

 

Table 2 

Problem Solving, regarding reverse flow 
 machine 

activite 1 2 3 

1 0 331 79 

2 331 284 386 

3 386 178 123 

4 79 200 452 

  

 

Fig. 5. Comparison of problem solving with and without reverse flow condition  
 

As reflected by the Figure and tables above, the problem of 

minimizing Cmax is solved once regarding the reverse flow 

and then regardless of reverse flow and the results signify 

a significant difference in both the value of the objective 

function and the decision variables of start-up time and 

completion time. In general, solving the problem in the 

reverse flow condition has led to a worse response and an 

increase in Cmax. The value of the objective function is as 

table 3. 
 

Table 3 

Cmax value with and without reverse flow 

Cmax with reverse flow without reverse flow 

value 400 493 

 

 
Fig. 6.  Cmax value with and without reverse flow 

As highlighted, the consideration of reverse flow has led to 

an increase in production time by approximately 25% and 

93 units of time, which indicates the relatively high impact 

of implementing reverse flow on production. Job rotation 

of the employees is considered separately for each operator 

of each machine. 
 

Table 4 

Consideration of job rotation 

 Machine 

Operator 1 2 3 

1 2 2 3 

2 3 2 2 

3 2 3 3 

4 3 3 2 

 

The table 4 shows the machine assignment arrangement to 

each of the operators within 30 workdays. As is evident, 

the best scenarios for assigning the number of workdays to 

each operator are shown in table 4 
 

4.1. Minimizing energy consumption regardless of Cmax 
 

In this section, the second function of the problem, i.e., 

minimizing energy regardless of Cmax is considered. In 

table 5, the results related to the optimal amount of energy 

consumption by each machine are provided separately for 

each task.  
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Table 5 

The optimal amount of energy consumption by each machine 

separately for each task 
 Machine 

Activity 1 2 3 

1 140 100 320 

2 150 240 120 

3 200 225 250 

4 500 450 320 
 

 
Fig. 7. Presents the optimal amount of energy consumption by 

each machine, separately for each task and the value of the 

objective function, i.e., total energy consumption 
 

Table 6 

Energy consumption regardless of construction time 

Objective function Energy consumption 

value 1285 
 

4.2. Bi-objective situation 
 

In this section, two objective functions are examined 

simultaneously, while all the desired innovations, namely 

reverse flow, sustainability as well as job rotation are 

considered. To solve the problem, first, the Pareto 

distribution is presented and then the values of the objective 

function are described.  
 
 

 
Fig. 8. Pareto distribution curve of bi-objective problem 

 

By looking at the Fig. 8, we can understand the conflict 

between the two objective functions; In other words, we see 

an increase in cost by reducing energy consumption and 

vice versa. Each point in the Pareto distribution curve 

indicates the intersection of the optimal solutions for those 

two problems. 
 

  Table 7 

   Values of objective functions 

objective 

functions 

First objective 

functions 

Second objective 

functions 

Value 515 1145455 

 

The table 7 presents the values of the objective functions 

for two problems of minimizing energy consumption and 

also minimizing the production time. The table 8 is 

provided to clarify the difference between bi-objective and 

single-objective situations. 
 

Table 8 

Comparison of single-objective and bi-objective situations for 

the first and second objective functions 

Result 

First 

objective 

functions 

Second objective 

functions 

Single 

objective 

situations 

400 1285 

bi-objective 

situations 
515 

1145455 

 

 

 
Fig. 9. Comparison of the first objective function in single-

objective and bi-objective situations 

 

 
Fig. 10. Comparison of the second objective function in single-

objective and bi-objective situations 
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As evidenced, there is a relatively significant difference 

between the values of the objective function in single-

objective and bi-objective situations. This difference in the 

second objective function i.e., minimizing energy 

consumption, is much greater than that of the first objective 

function. As a result, one might argue that due to the 

worsening of the problem in the bi-objective situation 

compared to the single-objective situation, the designed 

model has acceptable validity and its solution is possible in 

large segments, using meta-heuristic algorithms. 
 

4.3. Solving the model by whale algorithm 
 

As mentioned in the previous section, it was possible to 

solve the problem in small segments using GAMS. In this 

section, large and medium segments were solved using the 

whale algorithm. Here, the efficiency of the algorithm is 

examined. First, the various segments in which we intend to 

solve the problem are introduced, and then the model 

solution is presented using GAMS as well as the whale 

meta-heuristic algorithm. The table 9 presents the segments 

of problem solving
Table 9 

Large and medium segments of problem solving 

oprator Day time Machine position Machine  activity Problem 

5 20 4 7 17 1 

6 21 4 7 18 2 

7 22 5 8 19 3 

8 23 5 8 20 4 

9 24 6 9 20 5 

10 25 6 10 20 6 

11 26 7 11 11 7 

12 27 7 11 21 8 

13 28 8 12 22 9 

14 29 8 12 22 10 

15 30 9 13 23 11 

7 31 3 14 24 12 

6 32 3 14 23 13 

6 33 4 15 23 14 

6 34 4 15 24 15 
 

 

   Table 10 

    Problem solving results using GAMS and multi-objective whale algorithms 
 
 

     

Proble
m 

GAMS results Whale algorithm results 
 

The number of 

Pareto curve 

points 

Disper

sion 

index 
 

MID  Problem 

solving time in 

seconds 

The number of 

Pareto curve 

points 

Dispersion 

index 

 

MID  Problem solving time 

in seconds 

1 4 31.5 0.76 133 4 32.6 0.86 145 

2 3 219 0.76 147 4 37 0.85 144 

3 5 83.7 0.75 137 6 45 0.89 159 

4 6 5.61 0.74 151 5 6.65 0.83 161 

5 
8 101.5

34 
0.77 149 7 65 0.85 151 

6     6 86 0.86 167 

7     7 8.9 0.85 191 

8     8 51 0.84 201 

9     6 31 0.91 211 

10     5 34 0.92 232 

11     6 6.5 0.88 255 

12     5 8.6 0.89 251 

13     4 19.5 0.88 254 

14     5 13.5 0.89 256 

15     8 12.5 0.87 254 
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In table 10 the results of solving problems by Gams and whale 

alghorithm are compared. It should be noted that the GAMS 

part is implemented by epsilon consntrats method. 

In the Fig. 10, the problem solving result is presented using 

the multi-objective whale algorithm.  
 

 
Fig.11. Pareto graph of multi-objective whale algorithm 

 

As demonstrated, the optimal results of the multi-objective 

algorithm are presented in the above Pareto graph for a 

problem, which shows that this algorithm has been able to 

solve the problem. The results of table 3 also indicate the 

comparison of the performance of GAMS and multi-objective 

whale algorithm in problem solving, the results of which are 

presented as a Fig.12. 

 

 
Fig. 12. Comparison of the performance of GAMS and multi-

objective whale algorithm in production of Pareto points. 
 

Apparently, the multi-objective whale algorithm produced 

more Pareto points for second and third problems, whereas 

GAMS generated more Pareto points for fourth and fifth 

problems. This indicates the ability of both precise and 

imprecise methods to solve the problem. 
 

 
Fig.13. Comparison of the results of two methods in terms of 

dispersion index 

As per Fig. 13, there is not much difference in the initial 

problems in terms of dispersion index. However, it should be 

noted that GAMS was able to solve the problems 1 to 5, 

therefore, the results of the multi-objective whale algorithm 

are examined in terms of dispersion index for the problem 5 

onwards, which signifies a better solution for larger problems. 

 

 
Fig. 14. Comparison of the results of two methods in terms of 

distance to the ideal point 
 

It is observed in the first 5 problems that the results of the 

precise method are better than those of the meta-heuristic 

method and the distance to the ideal point is less, while the 

following shows that the meta-heuristic algorithm has 

obtained relatively sustainable results in terms of distance to 

the ideal point. 

 
Fig. 15. Comparison of the results of two methods in terms of 

calculation time 

 

It is evident that the calculation time of the meta-heuristic 

method was less than that of GAMS and GAMS was able to 

solve the problem up to the 5th. The calculation time 

increased as the problem segments extended in size, but 

reached a maximum of 250 seconds, of which it can be 

inferred that acceptable results have been obtained. 

 

5. Conclusion 

 

The present study was conducted with the aim of developing 

and solving a multi-objective, flexible and sustainable job 

shop scheduling problem with reverse flow, considering the 

job rotation. Sustainability, reverse flow as well as job 

rotation were considered as innovations of the present study, 

and their effect on flexible job shop scheduling was 

investigated. The results of the reverse flow effect indicate a 

worse response and an increase in total production time. In 

addition, the best responses of assigning the number of 

workdays to each operator were obtained using the precise 
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method. Regarding sustainability issues, it is observed that 

there is an inverse relationship between the first objective 

function and the second objective function, which is related to 

energy issues, therefore the cost should be increased to a 

certain extent in order to improve energy consumption. 

Besides, the results of problem solving using the whale 

algorithm show the high efficiency of this algorithm in 

problem solving, because the presentation of the Pareto curve 

indicates the initial efficiency of the algorithm, while GAMS 

is only capable of solving the problem in small segments. The 

precise method was unable to solve the problem 6 onwards, 

whereas the whale algorithm achieved desired results by 

providing suitable Pareto points as well as reducing the 

dispersion and sustaining the distance to the ideal point. 
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