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Abstract  

The supply chain network design not only assists organizations production process (e.g., plan, control and execute a product’s flow) but also 

ensure what is the growing need for companies in a long term. This paper develops a three-echelon supply chain network problem including 

multiple plants, multiple distributors, and multiple retailers with a multi-mode demand satisfaction policy inside of production planning and 

maintenance. The problem is formulated as a mixed-integer linear programming model. Because of its NP-hardness, three meta-heuristic 

algorithms (i.e., tabu search, harmony search and genetic algorithm) are used to solve the given problem. Also, the Taguchi method is used to 

choose the best levels of the parameters of the proposed meta-heuristic algorithms. The results show that HS has a better solution quality than 

two other algorithms. 
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1. Introduction 
 

A network is a series of equipment or subsystems that play 

key roles in supply chain development. In the supply chain 

network, there are producers of raw materials and product-

making factories, distributing centers and customers. Costs 

in the network include two types. The first type of costs 

includes the costs of building factories and distribution 

centers and the second type includes the costs of producing, 

distributing and maintenance the goods in each phase of the 

supply chain network. Chandra and Fisher (1994) 

considered a plant that produces several products over time 

and maintains an inventory of finished goods at the plant. 

Flipo (2000) presented a hierarchical scheme, which 

decomposes a global industrial problem into several sub-

problems. A model for these sub-problems was developed 

based on an analogy to the vehicle routing problem (VRP). 

To solve the single-product multi-stage supply chain 

network design (SCND) problem, Altiparmak et al (2006) 

proposed a multi-objective mixed-integer non-linear 

programming (MINLP) model.  

Lun and Vairaktarakis (2007) considered an integrated 

scheduling and distribution model to minimize the sum of 

the delivery cost and customers’ waiting costs. Manzini and 

Bindi (2009) proposed a mixed-integer linear programming 

(MILP) model with a multi-echelon and multi-level 

production/distribution system with a cluster analysis. 

Longinidis and Georgiadis (2011) proposed an MILP 

problem that enchases a financial statement analysis through 

financial ratios and demand uncertainty through a scenario 

analysis. Amorim et al. (2012) formulated two intertwined 

planning problems at an operational level through a multi-

objective framework, in which perishable goods have a 

fixed and a loose shelf-life. Ruimin et al (2015) investigated 

the forward and reverse supply chains model with multi-

plants, collection centers and demand zones. Fattahi et al 

(2015) illustrated a multi-product supply chain network, in 

which customer zones have price-sensitive demands. 

Bahrampouret al (2016) presented a three-phase multi-product 

supply chain model. Ardalan et al (2016) presented the 

SCND model with a multi-mode demand satisfaction policy, 

in which some modes were defined by customers. Pawar 

and Nandurkar (2018) addressed a procedure for finding the 

optimum combination of a reorder point of each product for 

each buyer, number of shipments of each product to each 

buyer for a single-vendor multi-buyer inventory model. 

Badri et al (2017) developed a two-stage stochastic 

programming model for the value-based SCND. Parkinson 

and Thompson (2003) defined maintenance as a series of 

actions taken during the use of a product to enable it to the 

function at predetermined levels during its economic 

lifetime. A supply chain system has rapidly been developing 

during these decades. Within this advancement, 

maintenance becomes an important supporting factor. 

Preventive maintenance (PM) is one of the maintenance 

strategies to prevent incipient failures. 
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Yeh et al (2011) developed two periodical PM policies to 

decrease the high failure rate of the second-hand products. 

PM has many different variations and is the subject of 

various researches to determine the best and most efficient 

way to maintain equipment. It has the following meanings: 

(1) the care and servicing by personnel to maintain 

equipment and facilities in a satisfactory operating condition 

by providing for systematic inspection, detection, and 

correction of incipient failures either before they occur or 

before they develop into major defects; (2) maintenance, 

including tests, measurements, adjustments, and parts 

replacement, performed specifically to prevent faults from 

occurring (Mehdizadeh and AtashiAbkenar, 2014). Eduardo 

et al (2017) proposed a method, which aims to integrate 

information provided by intelligent maintenance systems 

into the operational planning of a spare parts supply chain. 

Sasitharanand Lazim (2018) studied the effect of PM 

practices and supply chain management (SCM) in 

improving manufacturing performance. In overall, this study 

finds that the PM is greater than SCM in traditional 

manufacturing in optimizing their end-to-end operations to 

achieve greater cost savings and product delivery.  

Kalinowski et al (2019) considered the annual planning of 

maintenance for Australia’s largest coal rail network. The 

current planning approach used the concept of a 

maintenance access window (MAW), which provides a 

train-free time windows across geographically contiguous 

track locations that define a maintenance zone. They 

introduced a mixed-integer programming (MIP) model, 

which facilitates the planning of different maintenance 

resources across this network to schedule MAWs. Tirkolaee 

et al (2019) addressed a multi-echelon capacitated location-

allocation-inventory problem under uncertainty by 

providing a robust MILP model considering production 

plants at level one, central warehouses at level two, and the 

retailers at a level three to design an optimal supply chain 

network. Zhen et al (2019) presented an integration 

perspective for developing a green and sustainable closed-

loop supply chain (CLSC) network under uncertain demand. 

A bi-objective optimization model was proposed with two 

objectives for Co2 emissions and total operating cost. 

The multi-stage logistic network considered in this paper 

consists of three stages: plants, distribution centers and 

retailer locations. The problem deals with determining the 

optimal transportation network with PM to satisfy the 

retailer multi-mode demands of several products. Thus, this 

paper addresses a three-echelon supply chain structure 

including multiple plants, multiple distributors, and multiple 

retailers with a multi-mode demand satisfaction policy 

inside of production planning and maintenance. 

The remaining of this paper is organized as follows: Section 

2 describes a production and supply chain network model 

with PM. Explanation of the solution approach presented in 

Section 3. Tuning the parameters and computational results 

are shown in Section 4. Section 5 provides concluding 

remarks and some future directions. 

2. Mathematical Model 
 

The logistics network discussed in this paper is a three-

echelon supply chain structure including multiple plants, 

multiple distributors, and multiple retailers. In the network 

shown in Fig. 1, new products are shipped from the plants to 

the distribution centers through direct (i.e., shipped from 

plants to distribution centers and then to retailers) routes to 

meet the demand of each retailer. 
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Fig. 1. Structure of the logistics network 

 

The process or control of the equipment failure can have 

adverse results in both human and economic terms. 

Therefore, PM is a very important ongoing accident 

prevention activity, which you should integrate into 

operations/ product manufacturing process. In this section, 

we present an MILP model for the multi-product, multi-

stage supply chain network with the maintenance with a 

multi-mode demand satisfaction policy.  

 

2.1. Assumptions 

 

The assumptions of the proposed model are as follows:  

 The demand modes and location of retailers are known 

in advance. 

 For each retailer, only one demand mode can be 

satisfied by distribution centers. 

 Locations of plants and distribution centers are a 

selection from candidate options. 

 Plants and distribution centers are capacitated. 

 If maintenance is not performed in period t, the time 

and cost of maintenance will not apply to the model, 

the failure costs will be considered in period t+1 

instead, and downtime will be deducted from the 

available machine capacity. 

 

2.2. Indices 
 

i Index of product, i= {1, 2,…,I}. 

j Index of distribution centers, j= {1, 2,…, J}. 

k Index of retailers, k= {1, 2,…,K}. 

m Index of mode satisfaction, m= {1, 2,…,M} 
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t Index of periods, t= {1,2,…,T} 

n Index of machines, n= {1,2,…,N} 

f Index of plants, f={1,2,…,F}. 

 

2.3. Parameters 

 

Prcit Sale price of each unit of product i in period 

t. 

Vcpint Variable production cost of product i on 

machine n in period t 

m

iktD  
amount demand of product i from retailer k 

in mode m in period t 

CCPft Fixed costs of establishing plant f in period t 

CCDCjt Fixed cost of establishing distribution center 

j in period t 

CPWifjt Shipping cost of one unit product  i between 

plant f to distribution center j in period t 

CWRijkt Shipping cost of one unit product i between 

distribution center j to retailer k in period t 

CPfit Capacity of plant f to the production of 

product i in period t 

CWijt Capacity of distribution center j of product i 

in period t 

CBnt Failure cost of machine n in period t 

CMnt 
Cost of service to maintenance of machine n 

in period t 

M A large number 

MTnt Time of maintenance on machine n in period 

t 

Knt Percentage of the capacity of machine n, lost 

during period t (due to lack of maintenance 

in the previous period) due to failure 

Ein Time required for the machine n to produce a 

unit of product i 

 

2.4. Decision variables 

 

Xifjt Total products i transported from plant f to 

distribution center j in period t 

Yijkt Total products i transported from distribution 

center j to retailer k in period t 
m

iktR  1 if demand i of retailer k is satisfied in mode 

m in period t; 0, otherwise 

Wjt 1 if distribution center j is established in 

period t; 0, otherwise 

PMnt PM decision variable on machine n in period 

t, a binary variable. 

Pft 1 if plant f is established; 0, otherwise 

 

2.5. Proposed model 

 

The objective of this problem is to maximize the profit, 

which is mathematically written by: 
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(7) 

ifjt ijktX ,Y 0 i, j,k, t,f   (8) 

 m

ikt jt nt ftR ,W ,PM ,P 0,1 i, j,m,k, t,n,f   (9) 

 

Objective function (1) maximizes the total profit of the 

network. The first term is the total income of satisfying 

demands. The two subsequent terms are the fixed cost of 

opening plants and distribution centers, respectively. The 

third term is transportation costs from plants to distribution 

centers and then to retailers. The fourth term is failure and 

maintenance costs of machines. Constraint set (2) 

guarantees that only one mode of demand satisfaction is 

available for each retailer. Constraint set (3) represents that 

transported each product from distribution centers to each 

retailer is equal to satisfying mode of the retailer’s demand. 

Constraint set (4) enforces that the total inputs of each 

distribution center is bigger than its total outputs. Constraint 

sets (5) and (6) Indicate capacity limitations for plants and 

distribution centers. Constraint set (7) shows the total 

amount of time needed to produce the product in the 

machine, maintenance time in the system and the reduced 

time of capacity due to the system failure should be less 

than the available capacity of the machine during the course. 
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The non-negativity restrictions on the corresponding 

decision variables are enforced by Constraint sets (8) and 

(9). 
 

3. Solution Approaches 
 

The SCND problem belongs to the notably difficult NP-hard 

class of problems (Gourdin, 2000). Three algorithms are 

applied to solve each instance. Table 1 shows the three 

algorithms and their components and characters. The basic 

idea of tabu search (TS) is to introduce the notion of 

memory in the policy of solutions’ exploration. TS is an 

efficient local search integrating a learning mechanism. This 

algorithm was proposed by Glover (1986). 

Harmony search (HS) proposed by Geem, et al (2001) is a 

heuristic method that mimics the improvisation of music 

players. The genetic algorithm (GA) is a powerful method 

for combinatorial optimization problems. It was proposed 

by Holland (1975). Yao and Hsu (2009) proposed a new 

spanning tree-based GA for the design of multi-stage supply 

chain networks with nonlinear transportation costs. Kannan 

et al. (2010) proposed a GA applied as a solution 

methodology to solve the MILP model. 

In this paper, the general structure of the solution 

representation performed for two products, two retailers, 

and two modes is shown in Fig. 2. All algorithms are 

compiled in Visual Basic programming language. All 

computational tests are performed on a Dell not book at 

Intel Core2 Duo Processor 2 GHz and 2 GB of RAM. 

 
  
m

iktR  

T1 T2 

i=1 i=2 i=1 i=2 
m=1 m=2 m=1 m=2 m=1 m=2 m=1 m=2 

K=1 0 1 1 0 1 0 0 1 

K=2
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Fig. 2. Solution representation 

4. Computational Results 

4.1. Parameter calibration 
 

The suitable design of parameters has an important effect on 

the productivity of meta-heuristics. In this paper, to calibrate 

the parameters of the HS, TS and GA, we use the Taguchi 

method developed by Taguchi and Chowdhury (2000). In 

this paper, the Taguchi method with L27 for HS, GA and 

TS is used for the adjustment of the parameters for the 

algorithms, respectively. Table 2 shows the factors of and 

levels of parameters. Figs. 3 to 5 show the S/N ratios. 

According to these figures, 12, 50, 0.4, 0.2, 30, 110, 300, 

0.8, 0.1, 0.75, 150 are the optimal level of the factors TL, 

NS, PAR, HMCR, HMS, STOP, Npop, Pm, PC, Sm and 

Iteration.  
 

 

 

 

 

 

                     

                     Table 1 

                     Three algorithms and their components 

Algorithm Algorithm components and characters 

 

GA 

 

Five phases are considered in a GA. The process begins with a set of individuals, which is called a population. 
The fitness function determines how fit an individual is (i.e., the ability of an individual to compete with other 

individuals). The idea of the selection phase is to select the fittest individuals and let them pass their genes to the 

next generation. Crossover is the most significant phase in a GA. In certain new offspring formed, some of their 
genes can be subjected to a mutation with a low random probability. The algorithm terminates if the population 

has converged (i.e., does not produce offspring that are significantly different from the previous generation). 

HS 

Initialize the optimization problem and algorithm parameters memory size (HMS); harmony memory 
consideration rate (HMCR); pitch adjusting rate (PAR) to apply HS. Improvise a new harmony from the HM 

After defining the HM. Update the HM. the evolution process stops if the best solutions do not be improved in 30 

generations. 

TS 

Solution representation and evaluation.    Neighborhood structure/Move mechanism. Move Attribute (used for 
tabu classification). Tabu status and duration (tenure). Aspiration criteria. Stopping criteria. Initial Solution 

(systematically obtained, randomly generated, number of restarts) 

 

 



Journal of Optimization in Industrial Engineering, Vol.14, Issue 2, Summer & Autumn 2021, 145-151 

 

133 
 

 

321

83.39

83.38

83.37

83.36

83.35

321 321

321

83.39

83.38

83.37

83.36

83.35

321

Number of population

M
e

a
n

 o
f 

S
N

 r
a

ti
o

s

Probability of  mutation Probability  of crossover

Strongly mutation Stop criteria

Main Effects Plot for SN ratios
Data Means

Signal-to-noise: Larger is better
 

Fig. 3. S/N ratios for the GA 
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Fig. 4. S/N ratios for the HS algorithm 
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Fig. 5. S/N ratios for the TS algorithm 
 

4.2. Computational results 

 

We define 15 instances that can be characterized by the 

number of products (ni) that are between 2 and 10, plants 

(nf) that are between 3 and 8, distribution centers (nj) that 

are between 2 and 8, retailers (nk) that are between 2 and 9, 

satisfactions mode (nm) that are between 2 and 9, periods 

(nt) that are between 2 and 14, machines (nn) that are 

between 2 and 11. Details of computational results for all 

test problems and the objective function values are shown in 

Table 3. 

  
Table 3 

Solution qualities of the Lingo, GA, HS and TS  

P
ro

b
le

m
 Objective function values 

(ni, nf, nj, nk, nm,  nt, nn) HS TS GA 

1 (2,3,2,3,2,3,2) 3207.6 3207.6 3207.6 

2 (2,3,4,4,3,3,3) 6458.4 6458.4 6458.4 

3 (3,3,4,4,3,4,3) 120667.3 120667.3 120667.3 

4 (3,4,4,5,3,4,3) 55064.5 46176.3 55064.5 

5 (3,4,4,5,4,5,4) 37651.7 36223.6 35473.4 

6 (4,4,5,5,4,5,3) 17498.66 17488.51 17488.51 

7 (4,4,5,6,5,6,3) 24270.7 22804.58 21634.88 

8 (4,4,5,6,5,7,4) 29301.97 26411.45 25530.52 

9 (5,4,4,5,4,8,5) 34788.15 32830.12 29896.16 

10 (6,5,5,6,6,9,6) 44479.1 38815.7 33226.46 

11 (7,5,5,6,5,10,7) 51237.21 44980.91 37219.48 

12 (7,6,6,7,6,11,8) 58278.44 52459.44 41394.47 

13 (8,7,7,7,7,12,9) 69140.58 59975.15 44593 

14 (9,7,8,8,8,13,10) 79333.97 65668.58 50718.19 

15 (10,8,8,9,9,14,11) 81684.40

6 
75453.24 66243.57 

 

 

It can be seen that the HS algorithm has a better 

solution quality in each instance between the three 

algorithms. To clarify the matter, confidence distances 

for different sizes are illustrated in Table 5 and Fig. 4. 

The objective function value obtained by HS is bigger 

Table 2 

 Factors and their levels 

Factor Algorithm Notation Level Value 

Size of the tabu 

list 

 

Tabu 

TL 3 6, 12, 18 

Neighborhood 
size 

NS 3 40, 50, 
60 

Pitch 

adjustment rate 

 

 
HS 

PAR 3 0.2, 0.4, 

0.7 

Harmony 
memory 

consideration 

rate 

HMCR 3 0.1, 0.5, 
0.9 

Harmony 

memory size 

HMS 3 10, 30, 

50 

Stopping 

criteria 

STOP 3 60, 110, 

160 

Number of 

populations 

 

 

GA 

Npop 3 150, 300, 

460 

Probability of  

mutation 

Pm

 
3 0.1, 0.8, 

0.95 

Probability  of 
crossover 

Pc

 
3 0.04, 

0.085, 

0.1 

Strongly 
mutation 

Sm 3 0.45, 
0.75, 

0.95 

Stopping 

criteria 

Iteration 3 50, 150, 

250 
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than the other two algorithms in each instance. TS and 

GA are the second and third best algorithms based on 

solution quality, respectively. 

Table 4 shows the CPU time of the three algorithms in 

each instance. Confidence distances for different sizes 

are illustrated in Table 6 and Fig. 7. For the remaining 

algorithms, the incremental sequence is HS, TS and 

GA according to the computational time. 

 
Table 4 

 CPU time of GA, HS andTS for each instance 

P
ro

b
le

m
 

CPU time 

(ni, nf, nj, nk, nm, nt, nn) HS GA TS 

1 (2,3,2,3,2,3,2) 4 2 3.2 

2 (2,3,4,4,3,3,3) 11.8 20 17.6 

3 (3,3,4,4,3,4,3) 16.1 80 65.6 

4 (3,4,4,5,3,4,3) 50.9 260 209.6 

5 (3,4,4,5,4,5,4) 106.8 376 302.4 

6 (4,4,5,5,4,5,3) 144.5 870 697.6 

7 (4,4,5,6,5,6,3) 190.4 923 740 

8 (4,4,5,6,5,5,4) 271.2 1650 1321.6 

9 (5,4,4,5,4,3,5) 355.9 2302 1843.2 

10 (6,5,5,6,6,3,6) 404 3290 2633.6 

11 (7,5,5,6,5,3,7) 692.5 3396 2718.4 

12 (7,6,6,7,6,3,8) 753.8 4123 3300 

13 (8,7,7,7,7,3,9) 925.2 5427 4343.2 

14 (9,7,8,8,8,3,10) 1359 5787 4631.2 

15 (10,8,8,9,9,3,11) 2070.

5 

5907 4727.2 

 

Table 5 

ANOVA for objective values of test problems 

Source DF SS MS F P 

Result 2 792498864 396249432 0.47 0.631 

Error 42 35763970010 851523095   

Total 44 36556468874    

Table 6. Analysis of variance for CPU time of test problems 

Source DF SS MS F P 

Result 2 26378673 13189337 4.75 0.014 

Error 42 116526317 2774436   

Total 44 142904990    

 

5. Conclusions  
 

In this paper, we developed a three-echelon supply chain 

structure including multiple plants, multiple distributors, 

multiple retailers and multiple customers with production 

planning and maintenance. We formulated the problem as a 

mixed-integer linear programming (MILP) model to 

maximize the total profit. While formulating the profit-

maximizing objective, we evaluate several costs such as 

processing costs, transportation costs, preventive 

maintenance (PM) costs, failure costs, fixed cost of 

establishing distribution centers and plants. Since the 

problem was NP-hardness, it was solved by using harmony 

search (HS), tabu search (TS) and genetic algorithm (GA). 

Also, a widespread parameter calibrating with performing 

the Taguchi method was done for choosing the optimal 

levels of the factors that affected on the algorithm’s 

performance. The results showed that the solution qualities 

obtained by HS were better than TS and GA. Determining 

the optimal routes and vehicles when there is a limited budget 

for hiring vehicles in a supply chain network problem with a 

multi-mode demand satisfaction policy can be considered for 

the future study.  
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