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Abstract

Renewable energies are increasingly being considered for use in electricity networks. The high variability of consumption,
and the instability of renewable energies, necessitate the use of energy storage systems. The problem of optimizing
investment for an energy storage system is formulated here. The proposed model, in particular, determines the optimal size of
the energy storage system based on maximizing social welfare. The problem is formulated as a mixed-integer linear
programming (MILP), and an equivalent mixed complementary problem (MCP) to solve a quadratic system of nonlinear
equations. Due to its high efficiency, the Benders decomposition technique is used to solve the proposed model. The results
of solving a 300-node system that cannot be solved by CPLEX using the Benders decomposition technique are presented.
The results demonstrate that the proposed method can efficiently find a solution while considering the network’s limitations,
increasing social welfare. Finaly, the performance of the MILP and MCP models for various numerical cases is compared.
The findings of this paper indicate that by increasing the dimensions of the problem, the performance of the MCP model
improves compared to the MILP model in terms of computational time and the value of the objective function.

Keywords: Energy storage system; Optimal sizing; Mixed complementary problem; Benders decomposition.

1. Introduction et al., 2022). PHS systems are available in both closed-
loop and open-loop configurations. The upper and lower
reservoirs in closed-loop systems are at different heights,
whereas the lower reservaoir in open-loop systems can be a
river, sea, or other body of water.

Because of rising electrica energy consumption and
growing concerns about climate change, Renewable
Energy (RE) resources have received extensive attention
in recent decades (Benalcazar, 2021). However, because

RE sources are unpredictable and random, they cannot be 1.1. Motivation

u%_d solely to meet the elect_ricity demand, particularly Based on location and capacity, storage systems can
during peak consumption periods. Therefore, large-scale provide services and benefits such as flexibility, arbitrage,
electrical energy generated by thermal, hydroelectric, and and network expansion delay. The PHS system can be
nuclear power plants remains a primary source near the considered a power plant that stores excess electricity
nominal load. Only by utilizing large storage capacities generated by base power plants and converts it to peak
and long transmission lines can RE sources compensate power. Furthermore it reduces energy consumption and
for the network’s spatial and tempord variability of production costs in base-loaded power plants (thermal and
power demand. That iswhy Energy Storage System (ESS) nuclear) and the need to install peak power plants
has been proposed as a solution to this problem (Gardiner (generdly gasfired). As summarized in several review
et a., 2020). articles and specia editorial issues, the topic has recently
Some examples are Pumped-Hydro Storage (PHS), attracted severa studies (Arteaga et al., 2021; Nazari et
batteries, compressed-air energy storage, flywheel energy al., 2021; Liu et a., 2021). The most pressing problemsin
storage, and other ESSs. PHS has the world's highest the study of ESSs are those concerning sizing, siting,
production and storage capacity (Hunt et al., 2022), storage operation, and investment in electricity networks
making it well-suited for large-scale RE systems. The (Fertig et al., 2014; Rehman et &, 2015 Hassan &
PHS also has a high energy storage capacity, low start-up Dvorkin 2018; Sgber et a., 2018; Mog&am et'al' . 2019).
costs in both pumping and production modes, and a long I network constram’;s influence Iocatlgn deusupns in the
lifespan (50-100 years) (Guittet et al., 2016). In 2018, case of PHS allocation. Storage operations and investment
hundreds of PHS power plants with a total capacity of decisions depend on the storage fecility’s size (capacity)
approximately 160.3 GW were installed worldwide (Hunt and location. With that being said, the most critical issue
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is determining the required investment for private sector
participation in this field. In this regard, the energy
storage system’'s size must be determined to achieve
maximum efficiency with the minimum necessary
investment (Arteaga et a., 2021). It is essentid to
consider the constraints the network’ s constraints as much
as possible to achieve this goal.

1.2. Related work

This section reviews the most recent and relevant studies
from the vast literature. Gravelle (1976) and Nguyan
(1976) thought about peak and non-peak period models.
They assumed that the sold electricity could be transferred
between adjacent periods indefinitely for fixed unit costs.
Gravelle (1976) established the fundamental analytical
structure, including necessary and sufficient conditions
for optimal storage, pricing, and capacity. The results of
Nguyan (1976) indicate that fewer electricity stations are
used generally when storage facilities are used. The
electricity price during peak hours is lower than without
storage, resulting in significant welfare benefits.

A group of researchers investigated the investment of ESS
in power systems. Based on their goal, they can be
divided into two categories. In the first category, ESS
investment decisions in wholesale electricity markets are
made to maximize the merchant’s profit (Fertig et al.,
2014; Dvorkin et al., 2018; Huang et a., 2020; Abadie &
Goicoechea, 2022). Fertig et a. (2014) explored PHS
system investment capacity and scheduling optimization.
They used real options theory to evaluate investment
opportunities to maximize profit. A tri-level model in the
market-based electricity system was presented by Dvorkin
et al (2018). They jointly optimized the size and site of
electromechanical storage. At the upper level, the
objective was to maximize the lifetime profit from storage
while assuming a constant rate of return on investment. At
the mid-level, the cost of transmission development
decisions and the expected operating cost of the system is
minimized. Finally, the maximization of social welfare is
considered at a lower level, while the impact of power
fluctuations on the real-time profitability of the storage
was not considered. In Huang et al. (2020), Stackelberg
competition in wholesale electricity markets was
proposed as a tri-level optimization problem. The upper
level is concerned with profit maximization, while the
middle level decides on the regulated ESS investment. At
the lower level, the socia planner decides on the
economic dispatch and overall storage operations to
minimize the total cost. The effect of an optimal
management strategy on prices under the uncertainty
conditions for the PHS system was studied using a mean-
reverting jump-diffusion stochastic model of electricity
prices (Abadie & Goicoechea, 2022).

The second category, which focuses on optimal socia
investment, seeks to minimize the total system costs (ESS
investment and generation costs). These costs are
minimized by making ESS investment decisions that
determine the optimal location and size for the system.
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Social planners, like the government, frequently make
these investment decisions (Steffen & Weber, 2013;
Korpds & Botterud, 2020; Spisto & Hrelja, 2016; Xu et
al., 2017; Zhang & Congo, 2018; Javed et al., 2020;
Candeset d., 2021; Liu et ., 2021; Haas et d., 2022). It
was assumed by Steffen & Weber (2013) and Korpés &
Botterud (2020) that electricity could be purchased
whenever the price is low and sold when the price rises.
They proposed a capacity portfolio planning model for the
power network to determine the most efficient storage
capacity by minimizing total costs. The proposed model
by Steffen & Weber (2013) was applied to a case study in
Germany. The dependence of capacity on cost parameters
and the effect of CO, price on storage efficiency were
investigated. The uncertainty of the demand was not
considered in these studies. In this study, the economic
feasibility of new investments in storage technologies, the
environmental effects of CO, emissions, and the RE level
were investigated by Spisto & Hrelja (2016). A case study
of two regions of the Itadian electricity market was
conducted. The findings revealed that, despite lower
costs, using PHS systems does not guarantee optimality
regarding environmental effects. It would be preferable if
the social value of the investment provided private profit.

Xu et a. (2017) developed a two-level model to optimize
ESS size and site. This study minimized the system’s total
and operational costs at upper and lower levels. A robust
optimization tool was developed to minimize the
investment in storage units to invest in storage systems
under uncertainty (Zhang & Conejo, 2018). The column-
and-constraint generation algorithm was applied to solve
robust optimization problems in a two-level model. In
contrast, the lower and upper levels were solved using
complex integer linear programming and linear
programming, respectively. The findings indicate that
development decisions depend heavily on budget
uncertainty and storage unit investment costs. The level of
RE in the system, the economic feasibility of new
investment in ESS, and their environmental impact were
investigated by Javed et a. (2020). The paper proposed a
hybrid Pumped Hydro and Battery Storage (PHBS)
system to create a more reliable and stable PHBS system.

Canales et a. (2021) present a multi-objective
optimization model for determining the optimal size and
evaluating the performance of the hybrid battery-pumped
storage. The proposed model simultaneously considers
reducing energy costs and increasing reliability. The
results of a case study on Ometepe island, Nicaragua,
demonstrated that the energy cost and optimal power
system size are affected by different levels of the capital
cost associated with hybrid battery-pumped storage. Liu
et a. (2021) used a Non-dominated Sorting Genetic
Algorithm with Elite Strategy (NSGA-II) to optimize a
wind power system integrated with the PHS system. Their
objective was to calculate the size of a PHS integrated
with a high-capacity wind farm. The results showed that
the income from selling electricity does not aways equal
the increase in investment. The economic potential of the
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PHS system was evaluated in stages to minimize costs
(Haas et al., 2022). The authors began by reviewing
various sites using a Geographic Information System
(Gl1S)-based method. The cost-potential curves are then
plotted using the estimated costs for each site. Finally, the
curves evaluate each sSite’'s impact on investment
recommendations. Based on their findings, most PHS
sites were significantly less expensive than current
lithium-ion battery systems, even when battery prices
were rapidly declining.

Several papers were aso dedicated to integrating
photovoltaic and PHS systems (Lin et al., 2020; Yang et
al., 2021). According to the findings of Lin et al. (2020),
the initial investment required to meet the demand for
residents of villas and apartments using a PV-PHS system
is 35,417 and 36,423 Chinese yuan, with a payback period
of 9.01 and 7.06 years, respectively. Yang et a. (2021)
demonstrated that the payback period for a PV-PHS
system in rural homes in China is approximately 6.4-8.1
years, and the annual net income per family is 314.2-
541.6 Chinese yuan.

Several papers in this field have also studied PHS issues
analytically. Gaudard (2015) presented an economic and
financial analysis of the deployment of a PHS system
based on a Swiss case study. This analysis shows that
under current market conditions, such an investment is not
profitable, and most of the time, higher price fluctuations
cause a reduction in annual income. Barbour et al. (2016)
examined the evolution of PHS in several notable
electricity markets and compared several mechanisms that
can reward PHS in various international market
frameworks. Liu and Woo (2017) studied the profitability
of PHS systems and renewable generation in California.
They demonstrated that increased RE generation does not
reduce the PHS system’s operating profit. However, the
investment incentive was low because its annual operating
profit was nearly equal to its fixed costs.

The drivers and barriers to PHS use are classified as
technological-environmental and socio-economic (Ali et
al., 2021). According to this classification, network
flexibility (i.e., energy time-shifting), income generation,
and rural development (i.e., job opportunities) are the
most critical drivers. Barriers include a lack of good
infrastructure (i.e., transmission lines) and difficulties
obtaining the initial and ongoing capital required for
investment. According to this study, the most significant
barrier is high investment costs with a global weight of
0.0963 compared to al other barriers.

There is still a lack of studies considering the issue of
PHS investment with network constraints, and a practical
and appropriate model is still missing. Integrating PHS
into electricity networks to provide needed electricity
during peak hours ultimately increases social welfare.
Therefore, the current study investigates the necessary
investment in PHS to maximize socia welfare.
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RE generators (R = 1,2, ..., 1)
Conventional generators
1,2,...1)

PHS systems (S = 1,2, ..., 5)
Transmissionlines (L = 1,2, ..., 1)
Demand units (D = 1,2, ..., d)
Buses(N =1,2,...,n)

Lifetime(Y = 1,2, ...,y)

Timeperiod (H = 1,2, ..., h)

Interest rate (%)

The bus number that the unit connects
to the network

n isthe originating bus for line [

n isthe terminating bus for line

(F =

Maximum market price [$ per MWh]
Number of block hours presenting
one year

A big constant number

The marginal operation cost of a
conventional generator [$ per MWh]
Positive margina reserve cost of a
conventional generator [$ per MWh]
Negative marginal reserve cost of a
conventional generator [$ per MWh]
The maximum capacity of a
conventional generator [MW]

The initial generation of a
conventional generator [MWh]
Ramping capacity of a conventional
generator [MWh]

The margina operation cost of a RE
generator [$ per MWh]

The initid generation of a RE
generator [MWh]

Ramping capacity of a RE generator
[MWh]

Hourly accessibility of a RE
generator [%)]

The maximum capacity of a RE
generator [MW]

Investment cost of the PHS

generator/pump  capacity [$ per
MWh]

Investment cost of the PHS reservoir
size [$ per MWh]

Positive marginal reserve cost of the
PHS [$ per MWh]

Negative margina reserve cost of the
PHS [$ per MWh]

Theinitial stored energy [MW]

The PHS conversion efficiency [%0]
The minimum charge level of the
PHS[MW]

The minimum discharge level of the
PHS[MW]

The maximum  generator/pump
capacity of the PHS [MW]
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The maximum reservoir size of the
PHS [MW]

The maximum flow limit for the
transmission line [MW]

Demand data [MWh]

Positive spinning reserve required
[MW]

Negative spinning reserve required
[MW]

The Power Transfer Distribution
Factor (PTDF) matrix

PHS-bus incidence matrix

PHS-bus incidence matrix
Generator-bus incidence matrix
Demand-bus incidence matrix

Power production by the conventional
generator [MW]

Lagrange multiplier associated with
the conventional generator capacity
Ramp-up constraint factor for the
conventional generator output
Ramp-down constraint factor for the
conventional generator output

Power production by the RE
generator [MW]

Lagrange multiplier associated with
the RE generator capacity (energy-
based)

Ramp-up constraint factor for the RE
generator

Ramp-down constraint factor for the
RE generator

The charge level of the PHS[MW]
The discharge level of the PHS [MW]
Stored energy at the end of the time
step of the PHS [MW]

The PHS reservoir size [MWh]

The PHS capacity [MWNh]

Lagrange multiplier associated with
the PHS size

Lagrange multiplier associated with
the PHS capacity

Lagrange multiplier associated with
the minimum charge level

Lagrange multiplier associated with
the minimum discharge level
Lagrange multiplier associated with
the maximum allowed investment in
the PHS capacity

Lagrange multiplier associated with
the maximum allowed investment in
the PHS size

Lagrange multiplier associated with
the capacity difference between two
consecutive years

The auxiliary variable representing
the product of w? , , x k{™
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The auxiliary variable representing
Ksyn the product of w2, , x k™
Flow, Power flow through the transmission
yih line [MW]
Lagrange multiplier associated with
Quyh the capacity limit of the line
Lagrange multiplier associated with
TLyh the capacity limit of the line
ldg,yn Load [MW]
. Lagrange multiplier associated with
ayh the load capacity
Lagrange multiplier associated with
Ny n the spinning reserve  (upward
regulation)
Lagrange multiplier associated with
Cyn the spinning reserve (down upward
regulation)
D. Binary Variables
ol The binary variable indicates that the
sy.h PHS is discharging
w? The binary variable indicates that the
sy.h PHSis charging
E. Freesign Variables
Value of stored energy (Lagrange
Esyh multiplier associated with the water-
balance constraint)
Electricity price (Lagrange multiplier
Ayn associated with the electrical-energy
balance constraint)
Lagrange multiplier associated with
Xiyh the line flow constraint
Sw Socia welfare [$]
PR Profit [$]
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1.3. Contribution

This paper contributes to the relevant literature as follows.
First, it proposes a mixed-integer linear programming
(MILP) model for centralized Verticaly Integrated
Utility-based (V1U-based) investment in the PHS system.
The origina MILP model is then converted to an LP
model, reducing its computational complexity. The
outcomes of this LP model can be used as the benchmark
for maximizing social welfarein relevant studies.

Second, it proposes a mixed complementary problem
(MCP) model for decentralized market-based PHS
investment. Profit-maximizing PHS system owners can
use the MCP model results for market-based investment
studies.

Third, the standard Benders decomposition agorithm is
adopted to efficiently solve the LP and MCP models
proposed in this paper.

The remainder of this paper is organized as follows.
Section 2 establishes the LP model of PHS investment.
Section 3 presents the equivalent MCP model. Section 4
discussed the Benders decomposition method’'s applied
solution techniques. Section 5 examines an illustrative
example and |EEE case studies. Finaly, the paper is
concluded in Section 6.
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2. LP model of PHS Investment

The MILP model is used for system optimization because
it is a powerful and flexible method for solving large and
complex problems. MILP model is a common language
for uniquely describing a problem in exact mathematical
terms. This model necessitates simplification and the
development of methods for constraining the solution
space and determining the global solution.

The optimal PHS capacity must be coordinated with the
current and future capacity of generators, loads, and the
transmission network to maximize social welfare in the
electricity industry.

First, a MILP model for calculating the optimal capacity
of the PHS is proposed in this section. The equivalent LP
model is then presented. The optimal PHS capacity
modeling is based on the endogenous modeling of loads
and transmission network capacities. More specificaly,
the capacity development of conventional and renewable-
energy generators is endogenously modeled’. The main
components of the PHS investment model will be
explained in the following sections.

2.1. Objective function

This MILP model can be used to caculate the optimal
PHS capacity and reservoir size that maximizes the social
welfare of the electricity market:

Maximize SW = ¥,(Xp Xa(PM4 1dy , n T) — (1)

LnXr(VCr gengynT) — X Zf(RCf(UP)T[Kf(MAX) -
gensynl) = Zn Sp(RCVTIRMY —
genfyh]) Zh Zr( VrgenryhT)

ZS(FC(CAP)k(m) y) Y. (FC(EN) (m))

Y Xs(RCEP [k(”” dchgyp]) —
Y Xs(RCPV IR = chgyn])) /(1 + 0¥

The proposed optimization model’s objective function,
which includes utility and unit costs, is depicted in (1).
The first term refers to the utility of satisfying the
demand. In contrast, others refer to costs associated with
conventional, renewable, and PHS, which am to
maximize the difference between utility and costs to
maximize social welfare. The following sections discuss
the constraints that must be considered.

2.2. The conventional generators

There are two types of generator constraints. generation
capacity (2) and ramp-rate constraints (3-6). The
maximum capacity limits the amount of output per
generator unit per hour.

(MAX)

gensyn < K; Vi, y,h 2

' The capacity of loads and transmission network is modeled as

parameters, while the capacity of conventiona generators and RE
generators are variables of the proposed MILP model.
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For each conventional generator, the up and down
ramping amount between two consecutive periods should
be less than or equal to the corresponding ramp rate.
These constraints are written with a default value for the
first period.

gensyn — IGr < RA; vi,y,h=1 (3

gengyn — gensyn-1 < RAf Vi, y,h>1 (4
1Gs — geng,, < RAf vf,y,h=1 (5
gengyp_1—gens,n < RAf vVf,y,h=1 (6)

2.3. The renewable-energy generators

We have the same two constraints (7-11) as conventional
generators. The generation of renewable-energy
generatorsis limited to the available RE.

K MAX)

vk vr,y,h

genr,y,h < Qr,yh (7)

The following constraints represent each renewable
technology’s up and down ramping limits with
corresponding flexibility rates. These constraints are also
written for the first period with a default value for the
amount of renewable technology production.

gen,,, — G, < RA, vr,y,h=1 (8
genyypn —gen,.,n_1 < RA, Vr,y,h>1 9
1G, — gen,,,, < RA, vr,y,h =1 (20
genyyn-1—genryn < RA, Vr,y,h=1 (1)

2.4. The PHS constraints

PHS systems are characterized by charge/discharge
capacity (in MW), reservoir size (in MWh), and
charge/discharge losses. The PHS systems constraints
include four components. water balance, charge, and
discharge operation, charge and discharge capacity, and
spinning reserve, which are as follows:

ESD 4 SLychgyp — —=dchgyp =
S

(12)
es(‘s;)h Vs, y,h=1
t
e5ynon + SLsChsyn =5 dchsyn = 12
es(_“;t_)h vs,y,h > 1
el <ely vsy,h  (14)

Constraints (12-14) indicate the water-balance constraints
of PHS that model the input and output water flow to and
from areservoir. For the first period, a default value is the
amount of stored water in the reservoir. Also, the amount
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of stored water should be less than or equa to the
reservoir size (14).

Wiy + Wiy <1 Vs,y,h (15)
Wiyt W5yner <1 vs,y,h (16)
Wsyner T W5yp <1 Vs,y,h (17)

Eq (15) considers the PHS's non-simultaneous charge and
discharge operation each hour. Constraints (16-17) show
the minimum offline time required in PHS to switch from
charge to discharge mode (or vice versa).

wl, nDCHM™ < dchg, ), <

18
wsyhk(m) Vs, y,h (18)

MIN
w2, ,CHM™ < chy,, ), <

19
syhk(m) Vs, y,h (19)

Each generator and pump mode has its physicad MW
capacity (18-19).

kS < kMY vs,y (20
k) < kY vs,y  (21)
el < EMA0 vs,y (22

The optimal PHS generator/pump capacity and reservoir

size are bounded by upper limits K*** and M%) (20-
21). Also, constraint (21) ensures that the capacity per

year (k(l")) is equal to the previous year's capacity
(k5.

Z( ws Y, hk(m) dChs,y,h) + Z( Chs,y,h

S
_ CHS(MIN)) n Z(Kf(MAX) _gen

)
Jot (23
£ ldyyn 2 PS, vy, h
da
D (@ kly) = choyp) + ) (dehgy
S S
— DCHM™)y + Z( DA
’ (24)

- ldd,y,h) + Z genf‘y,h
f

= NS, vy, h

Constraints (23-24) represent the PHS's reserve capacity
for frequency-control service.

2.5. The load constraint

The consumption level must always be less than or equal
to the maximum load (25).

ldgyn < DYy vd,yh (25
2.6. The transmission network constraints

Constraint (26) ensures that the power flowing through a
transmission line stays within the line’'s capacity limit. In
addition, the power flowing through alineis calculated in
(27) per hour (the flows are computed using the Power
Transfer  Distribution  Factors  (PTDF)  matrix
(Hesamzadeh et a., 2020)).

—KM0 < flow,,, < KM viy,h  (26)
Zn Zs Hl,n An,sths,y,h - Zn Zs Hl,n Bn,sChs,y,h +
Yn2pHin Copgensyn — Yn XaHin Dpgldgyn = (27)
flowl,y,h v,y h

2.7. The electrical-energy balance constraint

The constraint (28) ensures that the electricity generated
per hour (from conventional, renewable, and PHSS
sources) equals the load and PHS consumption (charge).

Z gens,n + Z( dchgyn — chgyp)
f s
+ Z genryn (28)

= Z ldgyn vy, h

In constraints (18 19) and (23-24), the bilinear terms

wly k) and w2, k(5 arereplaced by ¢, and Ky,

respectively (the Ilnee{rization details are given in the
Appendix A.1).

ws%,y,hDCHs(MIN) < dChs,y,h < Cs,y,h vs,y, h (29)

a)?ly,hCHs(MIN) < chgyn < Kgyn vs,y,h  (30)

z( Csyh — dChS,y,h) + Z( Chs,y,h _ CHS(MIN))

s S

+ Z(Kf(MAX) _ genf,y,h) + Z ldd‘y,h (3D
7 d

> PS, vy, h
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Z( Ksyn — Chsyn) + Z( dchgyp — DCHS(MIN))

S S
+ Z( D,%‘}f) ldgyn) + Z gengyn (32)
d f

> NS, vy, h

Following the discussion in Témasson et al. (2020), the
binary variables wg ,,, and w?,, , which indicate that the
PHS exists in only one of the two charging or discharging
modes at any period can be relaxed in the MILP model
(1)-(32). In this sense, the relaxed Linear Programming
(LP) and original MILP models are interchangeable.

Consequently, the constraints associated with these binary
variables (constraints (15-17) and linearization (29-32))
are removed, and constraints (18), (19), (23), and (24) are
considered without binary variables. The equivalent LP
model is shown below (33a-33y):

Maximize SW = Z(Z Z(P(MAX) ldgynT
Z Z(VCf gengynT)
Z Z( RC(UP)T K(MAX)

genf,y,h])

(DN) (MAX)
= > (REPOTIKS
f

y (@

h
= genysynl)

ZZ(VrgenryhT)

Z( FC(CAP)k(m) )

Z( FCEM ey
ZZ(RC(UP)[k(m)

dChs Y, h])

ZZ(RC(Dm[k(m)

- Chs,y,h]))/(l +r

gengyn < KMO vf,y,h  (33b)
genyyn — 1Gy < RAg Vi, y,h=1 (33¢)

gengyn —gengyn1 <RAy  Vf,y,h>1 (33d)
— genysyn < RAy vf,y,h=1 (33e)
genva’:h_l - genfyh < RAf Vf, Y, h=1 (33f)

g enr,y,h < Qr.y hKr(AJ//II;lLX) vr, Y h (339)

gen,,n —1G. < RA, vr,y,h=1
genyypn — gen,,n_1 < RA, vr,y,h>1
G — genry < RA, vr,y,h =
gen,yn_1— geny,n < RA, vr,y,h =1
(sT) L
E + SLsChS,y,h - S_LSdChS'y'h
= es(,syt’)h Vs,y,h=1
el |+ SLsch —dch
syh 1 sy,h T s,y,h
S
= es(gf_)h Vs,y,h>1
el <ely Vs, y,h
MIN i
DCHM™ < dchg,,, < k& Vs, y, h
CHS(MIN) <chsyn < kg;) Vs,y,h
) < k(0 vs,y
42 247
MAX

Z( kS — dehg,p) + Z( Chyy — CHMM)

S
+ Z( Kf(MAX) - genf'y_h) + Z ldd,y,h
f d

> Ps, vy, h

Z( K — chy,,) + Z( dchs,,

= pentmy z( Dé";’,AhX) ldgyn)

+ Z gengyp = NS, vy, h
f

Idgyp < DEw? vd,y,h

—KI(MAX) < flowy, < KI(MAX) v,y h

Zn Zs Hl,n An,sths,y,h -

Zn Zs Hl,n Bn,sChs,y,h +

Zn Zf Hl,n Cn,fgenf,y,h -

Yn2aHin Dpaldgyn = flowgy, viy,h

(33h)
(33i)
(33))

(33K)

(33))

(33m)

(33n)
(330)
(33p)
(330)
(33n)

(339)

(331)

(33u)

(33v)
(33w)

(33x)
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Z gens,n + Z( dchgyp — chsyp)
S

f
(33y)

Yy, h

3. Mixed Complementarity Problem (M CP) model of
PHS investment

This section introduces the MCP model, which explicitly
morels various electricity-market participants. Appendix
A.2 contains information on converting the LP model to
the MCP model for the electricity market operator.
Constraints (34a-34b) determine the values of the charge
and discharge variables

0 <dchs,, L

—[ly.h—ZzHz,nAn.s(Ql,y.h+”l.y.h)]T+’7y.h‘RCs(UP) +
A+i)y-1 (343)

1

Esyn . +ilsyn — Wsyn =0 Vs,y, h

0 < Chs,y,h 1

[Ayh=Z1HinBn,s (Ql,y,h+ﬂz,y,h)]T+5y,h-RCS(DN) _ (34b)
(1+i)y-1

$synSLs +tgyn — O65yn =0 Vs, y,h

The Lagrange multiplier associated with the water-
balance constraints equal s stored energy value:

&syn is Free L EST) + SLoch, ), —

1 t 34c
S_LSdChS'y'h = es(’sy,)h Vs, y,h=1 (340)
synis Free L es(ls;)h_l + SLgchgy, p —

(st) (34d)

1
dchsyp =€

. Vs, y,h>1

s,y.h

Other PHS constraints, such as capacity, are incorporated
into the corresponding MCP model through controls
(34e-340):

o<k 1

(= Zanyn-Sn sy n+FeAP +Re P +RcPV)

_ (34e)
(1+0)y—1
Zh lsy,n + l»bs,y - 19s,y + 19s,y—l =0 vs,y
(EN)
(in) FC
0<e, W — Zhlsyn +Vsy = (34f)
Vs, y
0< s(syt)hlfsyh+:“syh>0 VS,y,h=1 (349)
(st)
0<e syh 1 Esyh Es,y,h—l + .us,y,h 34h
=0 Vs,y,h > 1 (34h)
0< (in) _ (st) :
Usyn L esy —esyy, =0 vs,y,h  (34i)
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(in)
0< ls,y,h 1 ks'y - dChS,y,h - Chs,y,h

=0 vs,y, h (34))
0 <@gy L dchg,, — DCHM™ >0 vs,y, b (34K)
0< 8y Lchgyp—CHM™ >0  vs,yh (34)
0 <, LK — k8 >0 vs,y  (34m)
0< 0, Lk -k, >0 Vs,y  (34n)
0<vg, L ES(MAX) - es(gl) >0 vs,y  (340)

The followings are the consumption levels and load
constraints:

_pMAX)T
0<ldgyn L Ry +Tayn +Ayn + (34p)
Y2 Xiyh HinDna =Ny +$,n =0 Vd, y,h
0<74yn LDMG) —ldyy, 20  Vd,yh (340)

The capacity and production constraints of conventional
generators and renewable technologies are expressed as
follows:

0 <geng,;
(upP) (DN)
(veeT — RC"VT — RCPVT) ey
(1407t fvh
—Ayn — Z z Xiyh HinCnp +0yn — Cyn (341)
(€] (1) (2) 2)

+ ¢f,yh ¢fyh+1 - ¢f,y,h + ¢f,y,h+1
>0 v, y,h
O0<arynl Kf(MAX) —gens,, 20  Vf,y,h (349
0<genryhl(1+l)y 1 ﬁryh Ayh+

(€9) (€] (2) )
¢r,y,h - ¢r,y,h+1 v,h + ¢ryh+1 = (34t)

vr,y,h

0< ﬁr,y,h 1 Qr,y hKr(ljvf;llX) genr,y,h 34
>0 vr,y,h (34u)

The Lagrange multiplier associated with the electrical-
energy balance constraint in the proposed MCP model
indicates the energy price, which is given below:

Aynis Free L ¥ rgens,, + Xs(dchg,, —

34v
Chs,y,h) + Zr genyyn = Zd ldd,y,h vy, h ( )
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Constraints (34w-34z) describe constraints related to the
flow of linesin the MCP mode!:

0 < Ql,y,h 1 flOWl‘th + KZ(MAX) > 0 VI,y, h (34W)
0<my,l Kl(MAX) —flow,,, 20 VLyh (34x)
0 < flow,p L _[Ay,h — X H en (o1yn +

T[l,y,h)] + [Ay,h — 21 H, org) (o1yn + (34y)
T[l,y,h)] —OyntTyn+Xiyn =0  V0Lyh

Xl,y,h is Free L Zn Zs Hl,n An,sths,y,h -

Zn Zs Hl,n Bn,sChs,y,h + (342)
Zn Zf Hl,n Cn,fgenf.y'h -

Yn2aHin Dpaldgyn = flow,,, v,y h

Frequency control services, which are one of the features
of PHSS, are considered in the MCP model asfollows:

0<nyp LY(kSS —dchgy,) +

Y5 (Choyn — HS(MIN)) + 3 (KM — (34a3)
gengyp) + Xaldgyn —PS, =0 vy, h

0=y LE(kSy = chgyp) +

Ys(dchsy,, — DCHM™) + (DY - (34bb)
ldd,y,h) + Zf genf‘y‘h - NSy > 0 Vy, h

The MCP model’s up and down ramping limits for each
conventional generator are presented below. In these

constraints, the ¢+, and ¢*) variables are considered

asthe correspondl ng Lagrange coefficients:

€
0<¢syn L RA —gengy, + 16 2 (34cc)
0 Vf,yv,h=1

@
0<dsyn L RAr—gensyn+ gensypny 2 (34dd)
0 Vf,y,h>1

@
0= ¢syn L RA —IGr + gengyp 2 (34ee)
0 Vf,y,h =

@
0=<dsyn L RAr—gengyn1t+gensyn = (33ff)
0 Vi, y,h>1

As previoudly stated, the constraints (34gg-34jj), with the

¢T(_1y)_h and ¢>r(,2y),h variables as Lagrange coefficients,
represent the up and down ramping limits of renewable

technology in our proposed MCP model:

0< ¢, LRA, — gen,yp +1G, > (3400)
0 vr,y,h =1
0< ¢, LRA, — genyyp +genpyp, = (34h)
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0 vr,y,h > 1
0<¢2), LRA, — IG, + gen, ;> (24
0 vr,y,h =1
0< ¢r(,2y),h L RA, —gen,yn_ 1 +gen,,, = (34i))
0 vr,y,h > 1

The developed MCP adds a combinatorial screw to the
classic square system of nonlinear equations. In its most
basic form, the combinatorial problem is to choose a
subset of n from 2n inequalities that will satisfy as
equations (Ferris and T. S. Munson, 2000). MCP models,
such as the one presented in this paper, are
computationally expensive. In the following section, we
propose Benders decomposition to solve our MCP model.

4. The Bendersdecomposition for the M CP model

The MILP problems are optimization problems in which
some variables take continuous variables and some only
integer values, so they are computationally hard problems.
Benders proposed the decomposition technique to solve
these problems in 1962 (Murphy, 2013). Benders
decomposition technique divided the main problem into a
pure Integer Programming (IP) problem and a pure LP
problem, which were solved repeatedly until a general
solution was obtained. The IP problem isreferred to asthe
Master Problem (MP), to which Benders cuts are added,
and the LP problem is called the Sub Problem (SP), from
which the Benders cuts are generated. The advantage of
this method is that solving two sub-problems is more
straightforward than solving the main problem, though it
may be necessary to solve them several times (Murphy,
2013). Appendix B summarizes the Benders
decomposition technique. Fig. 1 depicts the Benders
decomposition algorithm (Kalvelagen, 2002). Section 4.1
contains information on the MP and SP of the Benders
decomposition for the MCP model.

4.1. The Benders decomposition for the MCP model

Applying the complementary slackness conditions in the

MCP model necessitates using binary variables
(034 1,02y 1y 0735, 1) (In this case, the binary variables
O5yn O3y ns - ,Hf‘y‘h are fixed, with the resulting problem

being an LP model). The SP duality for the MCP problem
is expressed as follows:

SP:Min 3, Y, S RC UL, + (359)

Yo 3, ThRCPVUZ ) — T T (FCEAP +
RCP + RCPM Yl - 3o ¥, FCEMVul? —
Y2y E(ST)ugyh 1t

Y5 Xy Xn DCHM ™y ?yh +

2o 2y Tp CHM™M UL — 3o 3, K03, —
Yo Xy EMOuLS — Y Y, Y (VCs —
RSP — RCP YTV}, 1/ (1 + )Yt —
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Sr Zy Tn K vEy n = B Ty Tnea (RA; +
1Gr) vy, — 25 2y Bns1 RAsVE Y —
Y Xy Zn=1(RA; = 1Gr) Vi, —
Y2y Xns1 RAFVE, , +
YalXy Xn P (MAX)Tiny,h]/(l + )Yt -
A
YTy Zn DSy vy —
Zr[ZyZh Tvryh]/(1 +i)Y7 =
Zr Zy Zh er hKfl;h;lLX)vr(j)/ h
ZrZyZh 1(RA +1G )vryh
X Zy 2n>1RA vry h— 2r Zy Yh=1(RA, —
1G )vryh Zr Zy Zh>1 RATV%SL/,h -
S0 By S KM (Wi + Wiy ) +
%o X By Ta(CHIM™ — kM4 4

PS, )Wy + zszdzyzh(DCHﬁM”“ -
DEIA® + NS, )w)
Zs Zyz:h 651)7 hMusyh Zs ZyZh((l -
yh)M + RC(UP)) Usyhn —
Zs Zyz:h gszy hMusyh Zs ZyZh((l -
syh)M + RC(DN))usyh -
ZsZy s,y.h= 1Musyh 1 ZsZy(l—
sth 1)Musyh 1
Zs Zy2h>1 esthusyh Zs Zy Zh>1(1 -
H;Lyh)Musyh ZsZyZh sthusyh
ZsZyZh(l syh)Musyh
Zs Zy Zh thusyh Zs Zy Zh(l -
yh)Musyh ZsZyZh thuﬁii,h -
Zs Zy Zh((l syh)M + DCH(MIN)) Usy,n —
Zs Zy Zh thusyh Zs Zy Zh((l -
05yn)M + CH(MIN)) Usyn — Bs Oy Muis, —
%5 Zy((1 = 03,)M — FC? — RCP —
RCPM YU — 3 029 Muds, — 3 %, (1 —
029)M — FCEMYu3s — ¥ 013 Muds, —
2y (1 = 05)M — KMy
Zs gleu38 Zs Zy(l - gslfl)Mu
nglgMu40 ZsZy((l 95157’,)1\/[ -
ESMOYul, — ¥p By B 014 MV, —
22y 2n((1 - fyh)M VCeT +
RCUPT + RC(DN)T)vfyh] J(1+ i)yt —
ZnyZh fyh fyh ZnyZh((l_
fyh)M K(MAX))nyh -
Zfzygfyhlevf,y,h=1 Yr2y((1—
015 1) — RA; — IG)MVES, ),y —
ZnyZh>19fthvfyh 22y 2ns>1((1 =
Hf‘y,h)M RAf)vf,y,h
Zf Yy 07y n=1MVES ny — 2 Xy (1 —
fyh 1) — RAf +IGf)Mv)§";_h=1 —
Zf2y2h>19fthvfyh 22y a1 (1=
fyh)M RAf)

Zd ZyZh deh d7yh Zd[ZyZh((l -
655, OM + P(MAX)T)U Rl /(A +D)Y7 =
LaXyXn03ynMviyn =% 2y Xa((1 =

(MAX)
gzylh)M Ddy h )Udy h

ZrZyZh thvryh Zr[EyZh((l -
ryh)M VT)vryh] /(1+i)y_1 -
ZrZyZh thvryh ZrZyZh((l -
MAX
97?,;,h)M - Qr,y hKr(y h )) Yryn—
Xy ejg,;h:ler,y,hzl
Subject to: ZS(lenHl'?A’f'S)Tusl'y'h - (355)
(1+i)y—1
2sCi1XnHinBn,s) Tug,y,h
(1+i)y—1
Zf(z:l Zn Hl,nCn,f)V)},y,h -
Ya(i X HinDpa) Vi g +
[Zn Hl,nEn,l— Zn Hl.nFn.l - 1]Wl‘,ly.h -
ZsCiZn Hindn)Tushn | Es(CiSnHinBns)Tusn
(A+i)y-1 a+iy-1
Y X HinCr Vi n +
Ya(i X Hin D) V35 0 —

[Zn Hl,nEn,l— Zn Hl,nFn,l - 1]W11.33;,h - le?y,h <

0 v,y h

Zs(ZlZnHl_nAn,s)Tu;,y,h _ Zs(ZlZnHl,nBHIS)Tu;y'h + (350)
(1+0)y-1 (1+i)y-1

22 Hl,nCn,f)v}}.y‘h -

2aCi X0 HinDpa)viyn +

[Zn Hl,nEn,l— Zn Hl,nFn,l + 1]ny,h -

2sCixn Hl,nAn,s)Tu;,Z;,h YsCiXn Hl,an,s)Tu;g;,h _
(1+i)y-1 (1+i)y—1

Y X HinCr V7S 1 +

2ai2n Hl,nDn,d)végz,h -

[Zn Hl,nEn,l— Zn Hl,nFn,l + 1]Wll,33;,h - Wll,j(;,h <

0 vl y,h
Sssyh 11 _ ZsUsyn (35d)
Grovet ~ Wy~ Gqaprs Wy F X (Wryn —
vj}.?/.h) - Zd(vZ.y,h - vd,y,h) - Wy,h =
0 vy, h
;J’h—l_ugyh_ug,y_u.g/h_usyh_usy (35¢)

s y h <0 Vs, v, h

S.y.h + us,y,h - usy h<=0 Vs,y,h (35f)
Zsug,y.h _ u11 _ Zs s,y,h + u34 _Z (171 _
(a+i)y-1 Y (a+i)y-t sy f\Yfyn (350)
ViSR) + 2a(Wiyn = Viyn) = Wyn < 9
0 Vy, h

—UZyp Uy — UG S0 vs,y,h  (35h)
usy_usy_u56 <0 vs,y  (35i)
usy - usy —ugf <0 vs,y  (35)
—ug) +ugyq +udy —ud_, —ull (35K)
S 0 VS, y
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5 8
(usyh)|h=1SLs + (ug,y,h)|h>1SLs - us,y,h
+ usy h

3 5 6 7
- Z Z Hl,an,sz,y,h _Wy,h+Wy,h_Wy,h

l
h‘l‘usyh usyh w. h+W

< 0 Vs, y,h
(ussyh)lh—l (ugy h)|h>1
SL syh +usyh
+ZzHln nszyh+Wyh w h+Wyh
h +usyh usyh+Wy, 3%1
< 0 Vs, y,h

_(ug,y,h)|h=1 + (ug,y,h—1)|h>1 - (u?,y,h)|h>1
7

20 22 25
—Usyn — (us,y,h)lhzl - (us,y,h)|h>1 + Usyh
Vs, y,h
7 _ 41
Z (us,y,h s Y, h) us LY us Y + Ug Y
h
vs,y

8
Zh(usyh syh) - usy + ug;}/ ug‘; 1
usy+u§§/ us,y sy 1+Zh(

W) —wyh—wyh) <0 VS,y
Vion =V — Vi <0 Yf,y,h
U yh = Vfyne1 = Vign T Vg e —
rymin=1 — WFys1 <0 vf,y,h
~V}yn + Uy nar T VLS — Vi nen —
(V,Eg/,h)mﬂ - (V,E,i,h)|h>1 <0 vf,y,h

2 3 4
“Vfyh T (vf.y,h)m:l — (Wfyn -
4 5 6
vf.y,h—1)|h>1 + (vf,y,h)lhzl — (VPyno1 —
6 3 5
vf,y,h)|h>1 + 2 X HinCopWiiyn + Wy,h -

6 7 .18
Wyn +wyn=vi5n + (V50 in= .t

22 2,22

(vFon vf,y.h—1)|h>1 (Vian =1 +
26 .26

(vf3n-1 vf.y.h)|h>1 +wyh —wyh <

0 vf,y,h
7 28 29

Vayn =~ Vayh ~ Viyn <0 vd,y, h

g 3 5
~Vayn — 21 2m HinD ndleh —Wwynt

6 7 27 wis 17
Wy p =Wy = V5o n + V350 — Wyh +wyp <
0 vd,y, h
9 32
Vryh — Vryn — 17ry h <0 vr,y, h
9 9
17r,y,h - 17r,y,h+1 h + vry h+1 —
35
(vr,y,h)|h=1 - (Ur,y,h)|h>1 <0 vr,y, h
9 9 32 32
_Zréy,h + 17r,y,h+}1 1"’ Vryh = Vryh+1 —
(vryh)lh 1 (Uryh)|h>1 <0 vr,y,h

_ 12
ryh (vryh |h 1 vryh
vr,y,h—l |h>1+( ry,h |h=1 (vryh 1
14

Vryn)ipsq

+Wyh vryh+vryh+
(vryh |h= 1+(vryh 17ryh 1 |h>1

(Uryh lh=1 + (Vryh 17 Ur,y,h)|h>1 =
vr,y,h

(351)

(35m)

(35n)

(350)

(35p)

(350)
(35r)

(359)

(35t)

(35u)
(35v)

(35w)
(35x)

(35y)

(352)
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w, v — Wiy n = Wiyn = Wiy T Wiyn (3520)
—Wl’yh <0 v,y h
Zs —ugynT) | Wiy nT) | (W) ,T) _ (3,1 T)

(1+i)y-1 (140)Y~1 4y~ (1+i)y?
S (—Vhyn + VRS R) + Za@ipn — v+ D)
Zr( vryh-l_vryh)go Vy!h
u u
%S'h Syh + (uSyh)m 1 + (usyh
Usyh- 1)|h>1 B ;z]sh + ;_yh —( 2'}/h)|h 1 (359
(usyh syh 1 |h>1<0 VS,_’y,h
=Y Zf HinCopVf o +
YnXa HynDypaviyn + Wiy + (35dd)
Zn Zf Hl,nCn,fv)}gz,h - Zn Zd Hl,nDn,dvég/,h -
wisn <0 vl,y,h
w,v,w=0 (the dual variables) (35€¢)
=06 (35ff)

The solution in the MP moves toward optimal values by

producing cutting planes in the direction of hard variables

convergence. The MP has the role of leader, and the SP

has the follower role. The MP related to the MCP problem

is presented below:

MP:  Maximize Z (36a)

Subject to: Z < 3 ¥, X RCPul,p + (36h)

52y TnRCPVuZ, = T By (FCT +

RCP + RcP Yl — 33, FCFMul2 —

S Xy ECTUS, ey + Bs Xy T DCHM™MuZ, , +

e Xy X CHMM LS, — 303 KMAOUL, -

e By ESMOULS - B3, S (VCy — REUT -
RCPMYTE, /(1 + )Y —

STy SaKMOvE, = 3 By Bnea (RAF +

1Gr)vfyn = L Xy Xns1 RAFVE 5 —

25Xy Zn=1(RA; — G )V7, =

Y2y Zns1 RAFVE, , +

YalXy X P(MAX)TVZlyh]/(l + )Y -

SaZy Zn DGy vy = ZelZy Za TRy s/

(4077 = 50 2y B Qryn Ky vl —

Yr Xy n=1(RA, + 1G)vp) ), —

2r Zy 2n>1 RArVr,y,h 2r Zy 2n=1(RA, —

IGr)Ur y,h -2 Zy Yh>1 RArVrl,‘;,n -

S By Sn KM Wiy + Wiy ) +

Y5 Xs Sy Ta(CHM™ — KM 4+ S )W, +

Ys2d Xy Zh(DCH(MIN) - Dé{\;ﬁf) + NSy)W;h +

ZsZyZh[ Musyh

(M +RC")ull, 168, 5 +

s Xy Zal—Mugs, , —

(M + RC(DN))uSyh 20+

ZsZyZh 1[ Musyh - Musyh]ggy,h +

Yis Xy Xns1l— Mug} V.h Mus.y.h]eg.y.h +

Ys Xy Zal—MuZs, — Mug,i/,h]gss.y,h +
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ZsZyZh[_ syh_Musyh]H yh+
ZsZyZh[ syh

(M + DCH(M”V)) U2 107,50 +
ZsZyZh[ syh

MIN
(M + CH( ))usyh Hf,y,h +2s Zy[_Muggl -

(M_FC(CAP) C(UP) C(DN))u33 ?y+
Yoo, [~Mudt — (M — FCE)u251029 +
ZsZy[ Mu36 (M K(MAX)) 37 911

%o B [—Mud, - Mu39]e“+zszy[ Mg -

(M- E(MAX)) 11083 + 3, ¥, Yul-Mv}S,, —
(m-wve —RC}"P) RC(DN))T)

(1+0)y-1 ynl0fyn +
Xr Xy 2nl— va1§/h
(M — KM )wls 1685 5 +
25Xy Zn=a[=Mv5 — (M — RA; —

1G)VFS 10f5 0 + Xp Xy Tnsa [-MVFS, ), —
(M — RAF)VES 416750 +

Yr Yy Zhaa[—MVF5, — (M — RA; +
1GE)vE5 0450 + X By Ensa [=MVES, p —

(M — RAF)VFS 11075 0 + Za Xy Zal—MvZ], , —
M+pMAX)T
W V&S n1035n + Xa Xy Zn[-MvE),, —

(M — Dy )vd% n1623n +
ZrZyZh[ Mvryh % ryh
ZrZyZh[ Mvryh

(M erh ;A;I?IX) E;h]ez}’h-l_
ZrZyZh 1[ Mvr,y,h (M RAT -
1G5 41028 1 + 3, Xy Tpsa[-MVE], ), —
(M RAr)vryh]eﬁyh +

2,2y Znaa[-Mv75  — (M — RA, +
1G)VS W 1025 1 + Xr Xy Znsa [ M5, —
(M = RA)V 1102, 1 + X1 By Snl-Mwfy,, —
(M- K(MAX))leh 100y, +

T2y Znl-Mwiy, —

(M- K(MAX))leh Lyn +

22y Xnl— Mwlyh — Mwi3 100y +

16075 +

¥y Sal—Mwih — X3 (M+CHM™ —
KM 4 PSy)w;_sh] 035 + Xy Zn[-Mwy —
Yo Na(M+DCHM™ — Dé%’” + NS )Wi3165%

EsZyZh C(UP) 1yh +
Zs Zy Zh C(DN)usyh Zs Zy(FC(CAP) +
RCP + RCP Yl — 3 3, FCFMVul2 —

Ny ECDUS, 1+zszythCH““”) Son+

% By Zn CHMusl = o3y KM0uls,
MAX UP
s Ty EMOULS, — [, Ta(VC — RCP -

C;DN))va,y‘h] /(1 + i)yt —

(36¢€)
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% Xy Zn KOV, = By By B (RA, +

1G7 )0y = 2 Ly X1 RAFVE 1 =

X Xy Zn=1(RAr = 1G)vP =

Y52y Xns1 RAFVE, , +

2alXy Zn P (MAX)TVZLy,h]/(l +i)yt -

SaZy ZnDayn Viyn = ErlSy Tn hTvlynl/
(1 + i)y ! ZrZyZh erhngiX)vryh -
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Fig. 1. The Benders decomposition algorithm

5. Resultsand discussion

This section focuses on evaluating the performance of the
proposed model for several case studies. Section 5.1
presents illustrative examples of the 3-node and 300-node
systems, and Section 5.2 presents the computational
results for IEEE case studies. The case study data is
obtained from MATPOWER. These case studies run on a
computer with an Intel Corei7 processor and 256 GB of
RAM. GAMS software is used to code al case studies.
The LP model is solved using the Cplex solver, and the
MCP model is solved using the Path solver. Furthermore,
the 3-node example system and the actual case study are
solved using the Benders decomposition technique.

5.1. lllustrative example

Fig. 2 shows a single-line diagram of the 3-node example
system. As seen in Fig. 2, the example system has two
conventional generators, two RE generators, one PHS,
and one demand unit. Node 3 is designated as a slack
node in this system.
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Node 3

_J"D

Storage
Fig. 2. The single-line diagram of 3-node system

The proposed model is solved for one year (Y, T =1)
with two time periods (h =2 ). The value of pmax),
D((if‘;flhx) in both time periods, and PS, and NS, are
considered 2000 ($ per MWh), 5000 (MW), 1000 (MW),
and 1000 (MW), respectively. In addition, the interest rate
) is 0.08. The other input data for this system are

presented in Table 1-Table 3.
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Table 1.
The input data of conventional generators in the 3-node example system
f V¢ 16,  RA;,  RCP  RCPV kM0
1 30 50 1000 15 15 4000
2 20 50 1000 0 0 4000
Table 2.
The input data of RE generators in the 3-node example system
r h v, IG, RA, Qryn K&
1 1 5000
1 2 30 05 1000 0 5000
1 05 5000
2 5 20 0.5 1000 1 5000
Table 3.
The input data of the PHS system in the 3-node example system
s F Cgc,qp) F CgEN) R Cgur) R CgDN) EgMAX) CH ngN) DC Hgan) KgMAX) SL, EGD
1 100 200 100 100 4000 0 0 4000 0.7 50

Table 4-Table 8 show the results of solving the 3-node
example system. The load in the first period is 4135.5
MW, and the load in the second period is 4100 MW,
which according to the input datain the second period, the
PHS contributes 35 MW to its supply.

2050 MW of the 4000 MW capacities of the conventional
generators are used, respectively.

Because of the limited access to RE generators, RE
generator 1 is inactive in the second period, as shown in
Table5.

Table 4. Table 5.
Results of conventional generatorsin the 3-node example system Results of RE generators in the 3-node example system
fh gempy U yh Bron o rh g Bryn Pran P
1 1 1050 0 6000 0 1 1 1000 0 0 0
2 2050 0 4000 0 2 0 5996 0 1998
5 1 1050 0 2000 0 5 1 1000.5 0 1990 0
2 2049.5 0 0 0 2 0.5 0 0 5

As can be seen from the calculated value of the objective
function (social welfare) of 16.06 M$, the demand is met
by conventional generators, RE generators, and PHS.
Table 4 shows that conventional generators are active in
both periods. In the first and second periods, 1050 and

Table 6.
Results of the PHS system in the 3-node example system

The capacity of the PHS system is determined to be 35
MW in Table 6 based on the model’s input data and
constraints.

s h f syh ch s,y.h dc hs,y,h egs;)h us,y,h ls,y,h ss,y,h ws,y,h kg;,l )
1 1 1260 0 35 0 0 300 1318 0 35
2 2714.286 0 0 0 0 0 0 0
Table 7.
Results of transmission linesin the 3-node example system
l=1,h=1 l=1,h=2 l=2,h=1 l=2,h=2 l=3h=1 l=3,h=2
Xiyh 0 660.606 0 0 0
flow,,,, 11.385 0 2041.38 2029.5 2052.765 2029.5
Oyh 0 0 0 0 0
Tyh 0 0 0 0 0

Theload in the first period is 4135.5 MW, and the load in
the second period is 4100 MW. According to the input
data in the second period, the PHS contributes 35 MW in
supplying electrical energy (see Table 8).

Table 8.
Others results in the 3-node example system
d h ldgyn Tayh Ay Nyh [
1 1 41355 0 2000 0 0
2 4100 0 2000 0 0

The results of solving the 3-node example system using
the CPLEX solver and the Benders decomposition are the
same. However, for problems with large dimensions, the
CPLEX solver cannot solve and achieve the desired
result; in this case, the Benders decomposition is
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recommended. The following section looks at a 300-node
example system with MATPOWER input data.

Table 9.

Results of Benders decomposition for the 300-node example system
s y h el k) chyn  dchgy, es;.)h
1 123,...,10 ; 10696  156.2 81‘372 7 4298 10%96
2 123,..,10 ; 78641 9591 40‘(‘?16 54%9 4 78'341
3 123..,10 ; 32355 8119 46221 34'365 32_0355
4 123,..,10 ; 50 50 g 8 5(;)
5 1,23..,10 ; 113.084 1692 90612 79?08 11?509
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There are 69 conventional generators, two RE generators,
five PHSs, and 202 demand units in the 300-node
example system. This system considers two time periods
(h = 2) and a 10-year planning horizon (Y = 10). The
CPLEX solver is unable to solve in an acceptable time.
Therefore, the Benders decomposition is used.

95 LB
85 — B

ion (x1
(o))
a1

N

ef

1V
N
al

Obj
(6)]

2 4 6 81012141618202224262830323436384042444648
Iteration

Fig. 3. Convergence graph

Table 9 displays the Benders decomposition results
obtained in GAMS. Fig. 3 also depicts the convergence
graph of Benders decomposition. This graph shows how
time steps evolve during the problem-solving process.

5.2. Computational results for the |IEEE case studies

This section compares the performance of MILP and
MCP models. The performance is evaluated with various
numbers of nodes obtaned from MATPOWER.
MATPOWER provided al the input data. In IEEE 3-
node, |EEE 4-node, |IEEE 6-node, |IEEE 14-node, and
IEEE 30-node example systems, the performance of the
MILP and MCP models are compared. These two models
are evaluated based on two criteria, the computational
time and the value of the objective function (socia
welfare) obtained from solving the model. Finally, the
optimal PHSS investment results from the MCP model for
| EEE case studies are presented.

These findings illustrate that our MCP model and the
original MILP model are equivalent, confirming the
binary relaxation approach proposed in our paper. Table
10 shows the computational time required to solve the
MILP and MCP models in the case studies, and Fig. 4
compares their SW values in various case studies. As
expected, the computation time grows with the size of the
problem, as shown in Table 10.

Table 10.
Compuitational time (CT) for the MILP and MCP models in seconds
3-node 4-node 6-node  14-node  30-node
CT for MILP
model 0.174 0.179 0.180 0.343 1.273
CT for MCP
model 0.016 0.166 0.175 0.348 3.317

As shown in Fig. 4, increasing the dimensions of the
problem improves the performance of the MCP model
over the MILP model.

1.40E+10
1.20E+10
1.00E+10
8.00E+09
6.00E+09
4.00E+09
2.00E+09
0.00E+00

3-node 4-node 6-node 14-node  30-node

oSw for MILP model

Fig. 4. Comparison of the SW values of the MILP and MCP modelsin
various case studies

Section 5.1 discusses the results of the IEEE 3-node
system (Illustrative example). Table 11-Table 14 presents
the outcomes of solving the MCP model for storage in
other case studies. These findings show PHS activity in
al case studies, emphasizing the importance of
considering PHS systems when meeting electricity
demand.

Table 11 .

The outcomes of solving the MCP model for the | EEE 4-node system
PHS

s y h e kS choyn  dechgyn el
1 244655 1997.53 0 35 0

1 1 2 244655 199753 1497.53 0 1048.27
3 244655 199753 1997.53 0 2446.55

The PHS in Table 11's IEEE 4-node system acts as a
generator in the first period and a pump in the later
periods. As shown in Table 12, the PHS is active in the
IEEE 6-node system during the second period of each
year.

Table 12.
The outcomes of solving the MCP model for the IEEE 6-node system
PHS

s y h eg‘;) kgl;,l) Chs,y,h dChS.yrh egs;)h
1 0 35 0 35 0
1 2 0 35 0 0 0
. 3 0 35 0 0 0
1 0 35 0 35 0
2 2 0 35 0 0 0
3 0 35 0 0 0

A 3-year lifetime and two storages are considered in the
IEEE 14-node system. According to Table 13, both of
them are investments with a capacity of 35 MW.

Table 13,

The outcomes of solving the MCP model for the IEEE 14-node system
PHS
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s y h eg;l) kif}') Chsyn dchgyn ei,s;.)n
1 0 36.925 0 37.282 0
2 0 36.925 0 0.037 0.004
1 3 0 36.925 0.006 0 0
4 0 36.925 0 0 0
1 5 0 36.925 0 0 0
6 0 36.925 0 0 0
1 0 36.942 0 36.811 0
2 2 0 36.942 0 0.093 0.004
3 0 36.942 0.006 0 0
4 0 36.942 0 0 0
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5 0 36.942 0 0 0
6 0 36.942 0 0 0
1 0 36.969 0 36.698 0
2 0 36.969 0 0.135 0.004
3 3 0 36.969 0.006 0 0
4 0 36.969 0 0 0
5 0 36.969 0 0 0
6 0 36.969 0 0 0
1 2.995 35.362 0 29.266 4.898
2 2.995 35.362 0 1.353 0.984
1 3 2.995 35.362 0 0.111 0.089
4 2995 35.362 0.004 0 0.308
5 2.995 35.362 0 0 0.208
6 2.995 35.362 0 0 0.249
1 3.197 35.366 0 28.881 4.983
2 3.197 35.366 0 1.428 0.998
2 2 3 3.197 35.366 0 0.111 0.082
4 3197 35.366 0 0 0.009
5 3.197 35.366 0.005 0 0.317
6 3.197 35.366 0 0 0.273
1 3.187 35.269 0 28.808 4.975
2 3.187 35.269 0 1.483 1.007
3 3 3.187 35.269 0 0.111 0.089
4 3187 35.269 0.004 0 0.307
5 3.187 35.269 0 0 0.167
6 3.187 35.269 0 0 0.174

Table 14 shows that allocating PHS systems in the IEEE
30-node system results in higher social welfare in the
network. The capacity of al three PHS systems is
expanded in this system, and they remain operational
throughout the study’ s duration.

Table 14.
The outcoms of solving the MCP model for the |EEE 30-node system
PHS

S y h eif;') kg;) chsyn dchyp eg,s;.)h
1 25 110804 0 60331 25

2 25 110804 0 60331 0

3 25 110804 50473 0 0

4 25 110804 50473 0 0

5 25 110804 0 0 0

1123 5 25 1108 0 0 0
7 25 110804 0 0 0

8 25 110804 0 0 0

9 25 110804 0 0 0

10 25 110804 0 0 0

S 3 0 3 25

2 25 25 0 25 0

3 2 25 0 0 0

4 25 25 0 0 0

5 25 25 0 0 0

2 123 5 55 25 0 0 0
7 25 25 0 0 0

8 25 25 0 0 0

9 25 25 0 0 0

0 25 25 0 0 0

1 25 13932 0 72073 25

2 25 13932 0 72073 0

s 155 3 25 13932 67247 0 0
23 4 25 13032 67247 0 0
5 25 13932 0 0 0

6 25 13932 0 0 0

7 25 13932 0 0 0

8 25 13932 0 0 0

9 25 13932 0 0 0

10 25 13932 0 0 0
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6. Conclusion

This paper proposes two models for determining the
optimal storage system investment. The report begins
with a MILP model of the storage investment problem
and then offers a relaxation technique to convert it to an
equivalent LP model. Because of the LP mode’s
convexity, the equivalent LP model is much easier to
solve than the origina MILP modedl. For large case
studies, the LP investment model is more promising.
Then, an equivalent MCP model suitable for decentralized
market-based studies is developed. Because the MCP
model is computationally challenging to solve, the
Benders decomposition algorithm is proposed to address
the computational challenges.

A 3-node system example is solved to evaluate the
performance of the proposed models. The Benders
decomposition technique solves the model for a 300-node
system that the CPLEX cannot solve. 3, 4, 6, 14, and 30-
node case studies are solved to compare the performance
of the MILP and MCP models. These case studies are also
solved using the Benders decomposition technique.

The results show that the proposed models perform
optimally in the case studies examined. The activity of
storage devices in all case studies suggests that storage
devices should be considered to meet the increase in
electricity demand in the intermittent renewable future.
This work can be expanded by improving the Benders
decomposition technique and considering other storage
technologiesin our proposed models.
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