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Abstract 

Due to the increasing growth of digital content on the internet and social media, sentiment analysis problem is one of 
the emerging fields. This problem deals with information extraction and knowledge discovery from textual data using 
natural language processing has attracted the attention of many researchers. Construction of sentiment lexicon as a 
valuable language resource is a one of the important fields of study in this domain. The main researches in the area of 
sentiment analysis have focused on English language and few works considered the sentiment analysis in Persian 
language due to the lack of resources. This paper aims to introduce a supervised method for creating a sentiment 
dictionary in Persian language with extracting linguistic features in reviews and statistical mutual information to 
determine the sentiment orientation and sentistrength of words. To evaluate the proposed method, a set of existing 
reviews in the online retail site is used in various domains and the present dictionary is compared with Sentiwordnet. The 
results show the proposed method achieves an accuracy of 80% in determining the orientation of sentiment word. 

Keywords: Sentiment Analysis; Semantic Orientation; Point Wise Mutual Information; Sentiment Dictionary. 

 

1. Introduction 

With the rapid development of information 
technology, user generated content can be easily 
produced and posted online. High volume and 
exponential growth of this information provides the 
potential value for governments, businesses and even 

users themselves. These reviews, on the one hand, are 
used to adjust business strategies of the e-commerce 
websites, and on the other hand it works as a guide for 
customers who want to buy products, so the 
development of such tools that automatically extract 
the opinions from online reviews has been taken 
much attention in recent years [1-3]. Opinion mining 

is a process of extracting opinions in textual data, that 
also in some studies is known as sentiment analysis, 
sentiment mining, subjectivity analysis and review 
mining, mainly aims to determine the emotional 
attitudes (positive or negative whether subjective or 
objective) as expressed in the reviews by combining 

text mining and natural language processing 
techniques[3-5].  

Sentiment words and phrases are the basic 
linguistic units to express feelings so constructing 
sentiment lexicon plays an important role in 
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recognizing the sentiment polarity of reviews [6]. 
However the construction of such terms manually is 
time-consuming and difficult. In recent years, 
researchers have suggested two approaches to deal 
with this issue: dictionary based approach and corpus 
based approach [6-9]. Dictionary approach [10-13] 
utilizes semantic relations, synonyms, concepts and 
glosses in dictionary to determine the sentiment 
orientation of words. Corpus approach uses the 
statistical co-occurrence information in large 
collection of documents and is based on the 
assumption that the sentiment words that have same 
polarity occur together in corpus [8, 14-17]. 
Dictionary method determines the orientation of 
words independently of the textual content and it has 
some limitations: it does not have good performance 

to find the domain and context dependent orientation 
of sentiment words. It cannot be applied to languages 
which lack thesaurus knowledge [7, 15] also multi-
word expressions and slangs that indicate the author’s 
opinion but, do not exist in dictionary [18, 19]. The 
corpus based approach can solve these problems and 
it has a better performance in determining the 
semantic orientation of sentiment words in the 
domain; however it is not able to create the rich and 
full list of sentiment words [7, 20].  

 The only available study that creates Persian 
sentiwordnet presents in [21], which is based on 
dictionary approach. 

This paper presents a supervised and automated 
method for creating a sentiment dictionary in Persian 
language using a corpus-based approach. The 
proposed approach consists of five steps: 
preprocessing Persian reviews and extracting 
linguistic features, part of speech tagging 
(determining the role of words in sentences), 
extracting subjectivity words, determining the 
semantic orientation of words (word’s polarity) and 
calculating score for sentiment words. 

The contribution of this work is creating a 
sentiment lexicon from Persian reviews that can cover 
the morphological characteristics of Persian language 

and considered score for each word in sentiment 
dictionary. 

The rest of this paper is organized as follows: 
Section 2 surveys the related works on building the 
sentiment dictionaries, Section 3 describes each step 
in our proposed approach in details, Section 4 
presents and discuses the empirical experiments, and 
finally, Section 5 concludes this paper and 
recommend for future works. 

2. Literature Review 

So far, the conducted studies have presented 
several methods to build the sentiment lexicon. Most 
of them use a list of seed words and word similarities 
to construct the sentiment dictionary. According to 
the manner of obtaining similarities, these studies can 
be mainly classified into two categories: dictionary 
based approach and corpus based approach. Table 1 
shows basic properties, advantages and disadvantages 
of each method.  

2.1. Dictionary Based Approach 

Dictionary based approach utilizes synonyms and 
semantic relations in order to determine the positive 
and negative polarity of words. These methods 
produce sentiment lexicon using a dictionary like 
wordnet [9]. In these methods, at first a set of seed 
words with known positive and negative orientation is 
collected manually and then using bootstrapping 
algorithms to find their synonyms and antonyms in 
dictionary, the newly found words in each iteration 
are added to the positive and negative lists until no 
more new words can be found[3].  

Hu and Liu [10] utilized the adjective synonyms 
and antonyms set in wordnet to predict the semantic 
orientation of adjectives. The general idea is that 
synonyms of adjective have the same similar polarity 
to it and its antonyms hold its opposite polarity. 
Kamps and et al. [11] presented a new strategy by 
using the lexical network construction and 
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determining the value semantic relations between 
words. For interpretating the semantic orientation 
according to their study, two words have the same 
semantic orientation. If they have the strong relation 
with each other so they focus on the lexical relations 
existing in wordnet for calculating the distance 
between adjectives and the sentiment polarity of each 
word accordingly is defined by its distance from the 
initial two adjectives “good” and “bad”. Kim and 
Hovy [22] determined the sentiment polarity of words 
using probabilistic methods, synonyms, and antonyms 
in wordnet. Andreevskaia and Bergler [13] proposed a 
method to find the polarity of words that relies on a 
fuzzy algorithm, synonyms, antonyms and glosses in 
wordnet. As well, the sentiment strength of each word 
was determined. Esuli [23] proposed a semi-

supervised approach to words classification in two 
categories: positive and negative. In this approach, he 
used glosses and expressions, which are found in the 
dictionary or wordnet to recognize the orientation of 
the terms. Its basic assumption is that if a word is 
semantically oriented in one direction, then the words 
in its glosses tend to be oriented in the same direction. 
He also built sentiwordnet dictionary using wordnet 
and a supervised method based on the relationship 
between words [12]. At first three classes of positive, 
negative and neutral are defined, then the sentiment 
polarity of each word is found with calculating its 
placement in three classes. 

2.2. Corpus Based Approach 

These approaches are based on this assumption that 
polar terms conveying the same polarities, co-
occurred with each other in domain corpus and use 
the statistical measurements to calculate the sentiment 
orientation of words. 

The first study in this area is Hatzivassiloglou and 
Mckeown’s study [24]. They used English features to 
detect adjective polarity and constructed a lexical 
graph using conjoined words “and” and “but” then 
they finally used the clustering method to create a list 
of positive and negative adjectives. Turney [17] 

determined the orientation of sentiment words and 
phrases with pointwise mutual information. In this 
study adjective and adverb phrases were first 
extracted as candidate sentiment terms using part of 
speech tagging rules from sentences then polarity of 
each terms were determined based on co-occurrence 
with two paradigm words (“excellent with positive 
polarity” and “poor with negative polarity”). Turney 
and Litman [14] proposed weakly supervised method 
to detect semantic orientation of words using 
pointwise mutual information and latent semantic 
association. They used 14 seed words with known 
polarity in their study. Gamon [25] expanded the 
Turney method and added a new assumption, namely 
that sentiment terms of opposite orientation tend not 
to co-occur at the same sentence. Ding and Liu [15] 

investigated the multi-sense words and features. They 
used several rules to recognize the polarity of words. 
First, they separated sentences and specified the 
product features, then they marked the sentiment 
words around features and give score to words, and 
then used conjoined words like “but” and “and” to 
determine the polarity of ambiguous words. Du and et 
al. [26] created sentiment dictionary for different 
domain using association measures of words in the 
same domain and in different domains. Tan and et al. 
[8] described an extraction to Du’s method. He 
considered the association of words with documents 
and determined the orientation of words in different 
domains. 
 

Due to the lack of required resources such as a 
comprehensive dictionary of sentiment words and 
datasets with positive and negative reviews in Persian 
language, very few studies have been done in opinion 
mining and sentiment analysis in Persian.  

Some studies have used the translation existence 
resource in English to create sentiment dictionary. 
Shams [27] used English subjectivity lexicon and 
Basiri [28] used sentistrength and translated words list 
in Persian. Then they used them as a Persian 

sentiment dictionary for sentiment analysis. The only 
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study which has created the sentiment dictionary in 
Persian conducted by Alimardani [21] that has used 
the Persian wordnet which consists 17000 lexical 
entries in the category of noun, adjective, adverb and 
verb. Each synset contains some information such as 
part of speech, glossary and example of word usage. 
Besides, for each word an equivalent in English 
wordnet has been considered, So each word is 
mapped as equivalent to sentiwordnet to determine 
semantic orientation of it. 

 Compared with the method proposed in this paper, 
this method is generally dependent on the existence of 
strong dictionary, it also determines the context free 

orientation of words. On the other hand it is faced 
with the scalability problem and has no availability to 
detect the orientation of words that do not exist in 
dictionary [8, 15, 26, 29]. Since both positive and 
negative words can have different polarities in 
different domains [17], this paper has used the corpus 
based approach for calculating the semantic similarity 
of words and sentiment lexicon construction. Also 
this study determined the score for each word in 
sentiment dictionary using Min-max normalization.  

Table. 1. Comparison method 

Method General features 
Advantages and 
Disadvantages 

Dictionary based 
approach 

need a small set of 
sentiment words 
with positive and 
negative polarity 

extended set using 
semantic relations 
like synonyms, 
antonyms and 
glosses in wordnet 
or dictionary 

Advantages: 
Easy and quickly find 

huge number of 
sentiment words 

Disadvantages: 
Unable to identify domain 

dependent sentiment 
words 

Rely on a thesaurus or on 
lexical database such as 
wordnet  

Corpus based 
approach 

Consider syntactic 
patterns, linguistic 
clues and structural 
clues of the words 
in the document 

use of  statistical co-
occurrence 
information and 
distributional 
context similarity 
in large collection 
of documents 

Advantages: 
domain and context 

dependent 
create the rich and full list 

of sentiment words 

Disadvantages: 
Not cover all of sentiment 

words 
 need large corpus 

3. Proposed Model 

In this section, the proposed method for sentiment 
dictionary construction in Persian language is 
described. Fig 1 presents a general framework of 
approach. 

 

Fig. 1. Proposed framework 

3.1. Text Pre-Processing 

Unlike other languages including English, text 
mining in Persian faced with many problems due to 
the much complexity. These problems are due to the 
lack of tools, wide variety of declensional suffixes, 
word spacing and many informal or colloquial words. 
Since the creation of sentiment lexicon needs pre-
processing, the words are derived from pre-processed 
data [30].  

Text pre-processing is the process of cleaning and 
preparing the text for classification. In this paper, this 
process consists of the steps of normalization, 
stemming, part of speech tagging and tokenization 
[31, 32].  
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3.2. Feature Selection 

Feature selection is one of the essential steps in 
sentiment classification. Adjectives, adverbs, verbs 
and nouns are features that express opinions [15]. At 
this step for sentiment lexicon construction, words 
with these label derived from existing terms. 

3.3. Extraction of Subjectivity Features 

This process involves the translation of Persian 
words in English and searches the words in the 
common subjectivity words list in English language 
[33]. The words in this list are used in the next step. 

3.4. Semantic Orientation of Words 

To determine the semantic orientation of words and 
phrases, the study uses the similarity measure theory 
based on point wise mutual information. PMI is a 
very simple method in the field of information theory 
[34]: 

)()(

),(
log),( 2 ypxp

yxp
yxI   (1) 

In practice, p(x) can be approximated as the 
number of times that x appears in the corpus, p(y) as 
the number of times y appears in the corpus, and 
p(x,y) as the number of times the two words co-occur 
in a context or document. The above equation is 
changed to the following form to determine the 
word’s polarity: 

)()(

),(
log),( 2 pospwordp

poswordp
poswordA   (2) 

)()(

),(
log),( 2 negpwordp

negwordp
negwordA   (3) 

Here, p(word, pos) is the co-occurrence probability 
of word in positive document, p (word, neg) is the co-
occurrence probability of word in negative document 
and p (word), p (pos) and p (neg) respectively are the 
occurrence probability of word, positive document 
and negative document. Finally the semantic 
orientation of word is calculated by following 
equation: 

),(),()( negwordAposwordAwordSO   (4) 

Word is classified as having a positive semantic 
orientation when So (word) is positive and negative 
orientation when So (word) is negative and if the 
value is zero, word has no positive and negative 
polarity and it is neutral. 
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To get the score to the words, the study uses Min-
max normalization. This method performs a linear 
transformation on the original data. Min-max 
normalization maps a value d of p to in the range 
[new_min (p), new_max (p)]. It is calculated by the 
following formula [35]: 
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pnew
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  (6) 

Where min(p) is minimum value of attribute, 
max(p) is maximum value of attribute. In our case 
Min-max normalization maps a value d of p to in the 
range [-1, 1]. So put new_min (p)= -1 and new_max 
(p)= 1 in the above equation. Now the formula 
changes to the following form: 

)min()max(
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ppd
d




  (7) 

After normalization, the values obtained from the 
above formula, multiplied in the amount of 5 and 
score range put in [-5, 5] and finally discretization is 
done. 5 score means that the word or phrase is quite 
positive and -5 means that the word or phrase is quite 
negative: 

dmainscore  5  (8) 
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In this section, we have discussed the 
implementation of the proposed model on real data 
and the results of each steps of model are defined. 
Also evaluation of sentiment dictionary will be 
investigated here. 
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4. Experimental Results 

4.1. Collecting Dataset 

For the experiments in this study, the following 
dataset were used: 

1) Opinions Collected from Online Retail Site: the 

corpus includes 7500 reviews in area of digital 

camera, laptop, television, tablet and mobile phones 

that were collected manually. This corpus is used for 

feature selection to create list of sentiment words. 

2) Labelled English Reviews: we used the multi-

domain review corpus collected by Blitzer [36]. The 

collected dataset consists of both positive and 

negative reviews in clothing, car, digital camera, 

mobile phone, computer, video, DVD and electronics 

domain. 31335 reviews were selected from his dataset 

and used for semantic orientation phase. 

4.2. Preparation and Preprocessing Reviews 

For normalization, stemming and part of speech 

tagging of text reviews have been used natural 

language processing tool created in Mashhad’s web 

technology laboratory [37]. To extract the words and 

terms from document corpus, open source software 

named Rapid miner was used. This software converts 

documents in to a set of words using vector creation 

tool. In general created linguistic features were 12608. 

Among them only features with adjective, adverb, 

verb and noun label were selected. The numbers of 

words with any of these tags were respectively 1543, 

106, 7621 and 3904. Only 3005 of them were used as 

an input to the next step. Table 2 shows the 

preprocessing of the sampled reviews and Table 3 

presents subjectivity words in Persian language. 

4.3. Construction Dictionary 

To calculate the semantic orientation of words, we 

measure the relevance of them with positive and 

negative English reviews. Some of these words are 

presented in Table 4. Table 5 shows the number of 

positive and negative word and their percentage in 

dictionary. 

Table. 2. Sample review 

Review Pre-processing 

حرفي واسه گفتن ندارم فقط ميتونم 
  !!!عاليهبگم 

Normalization  :گفتن ندارم  يبرا يحرف
  !!!هست يعال ميبگو توانم يفقط م

Stemming :گفت نداشت فقط يحرف برا
  !!!هست يتوانست گفت عال

 Part of speech tagging : حرف>N< 
 >V<نداشت >N<گفت >PREP<براي
 >N<گفت >V<توانست >ADV<فقط
  ا>PUNC<ا!!! >V<هست>ADJ<عالي

 شهيم ديبهش نگاه كن ياگه تخصص
 ..هيگفت عال

Normalization :  به آن نگاه  ياگر تخصص
  ...هست يگفت عال شود يم ديكن

Stemming :به آن نگاه كرد ياگر تخصص
 ...هست يكرد گفت عال

Part of speech tagging : اگر>SUBR<

 >PR<آن >PREP<به >ADJ<يتخصص
 >V<گفت >V<كرد >V<كرد >N<نگاه
 ا>PUNC<ا... >V<هست >ADJ<يعال

فروشيتو رو خدا توهيعالنيدوربنيا
  !!!!! نيبذار ژهيو

Normalization : هست تو يعال نيدورب نيا
 !!!!!ديبگذار ژهيرا خدا در فروش و

Stemming  : هست تو را  يعال نيدورب نيا
 !!!!!گذارد ژهيخدا در فروش و

Part of speech tagging : نيا>PREM<

 >V<هست >ADJ<يعال >N<نيدورب
 >N<خدا >POSTP<را >PR<تو
 >ADJ<ژهيو >N<فروش >PREP<در

 ا>PUNC<ا!!!!! >V<گذارد

 

Table. 3. Persian subjectivity words sample 

word Equivalent to English Part of speech 

 Scandal N آبروريزي

 Calm ADJ آرام

 Abuse N آزار

 Annoying ADJ آزاردهنده

 Hurt V آزرد

 Easy ADJ آسان

 Ease ADJ آسوده

آسيب Damage N 

ديدهآسيب Hurt ADJ 

ديدگيآسيب Injury N 

خوب Good ADJ 

عالي Excellent ADJ 

وحشتناك Terrible  ADJ 
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Table. 4. Polarity of sentiment words 

word Association 
with positive 

Association 
with positive 

Semantic 
orientation 

polarity 

 Negative 0.9267- 0.3894 0.5373- آبروريزي

 Positive 1.3361 0.8164- 0.5197 آرام

 Negative 0.1564- 0.0759 0.0805- آزار

 Negative 1.2333- 0.4877 0.7456- آزاردهنده

 Negative 1.3526- 0.5222 0.8304- آزرد

 Positive 1.7189 1.1003- 0.6186 آسان

 Positive 0.981 0.5715- 0.4095 آسوده

 Negative 0.4397- 0.2028 0.2369- آسيب

ديده آسيب  -0.1799 0.1594 -0.3393 Negative 

ديدگي آسيب  -0.7955 0.5084 -1.3039 Negative 

 

Table. 5. Score of sentiment words 

Word polarity normalization main score discretization 

 Negative -0.4215 -2.107 -3 آبروريزي

 Positive 0.3216 1.608 2 آرام

 Negative -0.4202 -2.101 -3 آزار

 Negative -0.6618 -3.309 -4 آزاردهنده

 Negative -0.4774 -2.378 -3 آزرد

 Positive 0.3565 1.782 2 آسان

 Positive 0.2892 1.446 2 آسوده

 Negative -0.6575 -3.287 -3 آسيب

ديده آسيب  Negative -0.7443 -3.721 -4 

ديدگي آسيب  Negative -0.7710 -3.855 -4 

 

Table. 6. Number of positive and negative word in dictionary 

Class number percent 

Positive word 2007 55% 

Negative word 1698 45% 

4.4. Performance Evaluation 

To evaluate the sentiment dictionary in a more 
qualitative manner, the polarity of terms were 
compared with sentiwordnet lexicon. This analysis 
was made in two steps. At first, common words in 
both dictionaries were extracted, which includes 2022 
word. Then the polarity of words in sentiwordnet that 
have several senses obtained by averaging the values. 
at the second step, 97 words in sentiwordnet that have 
neutral polarity are extracted from two common lists 
and they are excluded, so only common words that 
have positive and negative polarity are remained. 
According to the following confusion matrix, 
“precision”, “accuracy” and recall are calculated: 

Table. 7. Confusion matrix 

class predicted 

Positive word Negative word 

Actual Positive word 
# True positive 

samples (TP) 
# False negative 

samples (FN) 

   

Actual Negative word 
#False positive 

samples (FP) 
# True negative 

samples (TN) 

 

FNFPTNTP

TNTP
Accuracy




  (10) 

FNTN

TN
precision

FPTP

TP
precision





  ,  (11) 

FPTN

TN
recall

FNTP

TP
recall





  ,  (12) 

The polarity of words in each category in both 
dictionaries is presented in table 6. From 1925 
common words in both dictionaries, the number of 
words with positive and negative polarity is as 
follows: 

Table. 8. Comparison method 

Class 
Number of 
words in 

sentiwordnet  

Corrected word 
using proposed 

method 

Percentage 
corrected   

Positive word 1087 881 81% 

Negative word 838 672 79% 
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Table. 9. Evaluation proposed model 

Class Precision  Recall  Accuracy  

Positive word 84% 81% 80% 

Negative word 76% 79%  

As you can see in table 7, the proposed method has 

acceptable accuracy in determining the sentiment 

polarity of words and the overall accuracy is 80%. 

5. Conclusion  

In this paper, we presented a supervised method for 

creating sentiment dictionary in Persian language, 

which used part of speech tagging and mutual 

information to detect the sentiment polarity of words. 

Since the proposed method is based on corpus 

approach, can be covered morphological and 

linguistic features existing in reviews. Also the 

proposed method considered the sentistrength of each 

polarity word in range 5 to -5. The evaluation results 

on created sentiment lexicon indicate that created 

sentiment dictionary is appropriate for sentiment 

classification. The proposed method has some 

limitations: it has limitation of corpus approach this 

means that it can not cover all words. Also mutual 

information is easy in term of implementation and it is 

not limited to adjectives but it needs a large scale 

corpus for better performance. 

 In future we are going to expand and improve 

sentiment lexicon by combining dictionary based 

approach and with corpus based approach and also 

apply mutual information method with other 

techniques for association measurement of words with 

positive and negative category. 
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