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Abstract:  Phishing attacks represent a significant cybersecurity threat, targeting internet users to steal confidential 
information. This research presents a hybrid deep learning model that employs data preprocessing, data balancing via 
SMOTE, and dimensionality reduction via PCA. The primary innovation of this model lies in its integrated approach, 
combining advanced techniques for data balancing, dimensionality reduction, and feature selection. This integration 
successfully addresses common challenges associated with imbalanced datasets and enhances overall model accuracy. he 
utilized dataset comprises key website features. Following data preprocessing, feature selection, and dimensionality 
reduction, several models—including Decision Tree, k-Nearest Neighbors, and Random Forest—were implemented. To 
mitigate class imbalance, techniques such as the Synthetic Minority Over-sampling Technique (SMOTE), Adaptive 
Synthetic Sampling (ADASYN), and Random Over-sampling were applied. Furthermore, feature selection methods 
based on Information Gain and dimensionality reduction were used to optimize model efficiency. Experimental results 
demonstrate that the proposed hybrid models achieve high accuracy in detecting phishing websites. Notably, the proposed 
Recurrent Neural Network (RNN) model attained 99% accuracy in identifying phishing websites using cross-validation, 
outperforming traditional methods. 
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Extended Abstract 

1- Introduction 
Due to the rapid growth of the internet and online 
transactions, phishing attacks have become a significant 
cybersecurity threat. These attacks deceive users into 
revealing sensitive information by impersonating 
legitimate websites. Traditional methods like blacklists 
and manual rules have become ineffective against the 
increasing sophistication and volume of these attacks. 
Therefore, there is a pressing need for intelligent, 
automated models that can accurately identify phishing 
websites. This research addresses this challenge by 
proposing a hybrid framework that combines machine 
learning, deep learning, and ensemble learning to detect 
phishing websites more effectively. The framework 
tackles key challenges such as imbalanced datasets and the 
high dimensionality of website features, which are 
common in this field . 
This study introduces several innovations to enhance 
phishing detection. First, it addresses the data imbalance 
problem by employing oversampling techniques like 
SMOTE and ADASYN, combined with Principal 
Component Analysis (PCA) for dimensionality reduction. 
This approach improves classification model performance 
while reducing computational complexity. Second, the 
research optimizes a Recurrent Neural Network (RNN) 
model, which achieves a remarkable accuracy of 99%—
outperforming other models such as Decision Trees, SVM, 
and Random Forests. The combination of these advanced 
data preprocessing and modeling techniques provides a 
robust and efficient solution for accurately identifying and 
mitigating phishing threats in an evolving online 
landscape. 

2- Methodology 
The proposed phishing detection method employs a nine-
step process to enhance model accuracy and 
interpretability. Initially, the system preprocesses the 
Phishing Website Dataset, which includes numerical and 
binary features, by cleaning and scaling the data and 
removing irrelevant features through correlation analysis. 
To address the class imbalance—where legitimate 
websites far outnumber phishing ones—the dataset is 
balanced using three techniques: SMOTE, ADASYN, and 
RandomOverSampler. The paper reports a significant 
improvement in class distribution, with 
RandomOverSampler achieving a perfect balance. Feature 
selection is then performed using Information Gain, Gain 
Ratio, and Principal Component Analysis (PCA) to 
identify the most critical features. The data is then split 
into training and test sets, with an 80/20 ratio, using 
stratified sampling to maintain class proportions. This 
comprehensive data preparation ensures a robust 
foundation for the subsequent modeling phases. 
The core of the research involves implementing and 
comparing various machine learning and deep learning 

models. Specifically, the study uses Ensemble Learning 
and Machine Learning models like Support Vector 
Machine, Decision Tree, Random Forest, and XGBoost, 
alongside Deep Learning models such as LSTM, GRU, 
and RNN. These models are meticulously optimized, with 
the RNN model specifically fine-tuned by increasing 
neurons and reducing the learning rate to achieve a high 
accuracy of 99%. The performance of all models is 
evaluated using 10-Fold Cross-Validation to prevent 
overfitting and ensure reliable, generalizable results. 
Finally, the SHAP method is applied to interpret the deep 
learning models, moving beyond the "black box" nature of 
these complex algorithms. By calculating the contribution 
of each feature to the model's predictions, SHAP helps 
identify which attributes, such as SSLfinal_State or 
URL_of_Anchor, are most influential in classifying a 
website as phishing. This interpretability adds 
transparency and trust, which is crucial in cybersecurity.  

3- Results and discussion 
The analysis compares the performance of several 
machine learning, ensemble learning, and deep learning 
models for phishing detection. The “Recurrent Neural 
Network (RNN)” emerged as the top performer, achieving 
an impressive accuracy of 99.01%, with XGBoost and 
Random Forest also showing strong results. In contrast, 
models like Decision Tree and AdaBoost had weaker 
performance. To ensure the reliability of these findings, a 
“10-fold cross-validation” was conducted, which 
confirmed the RNN's stability with an average accuracy of 
“98.74% ± 0.32%”, and its superior performance over 
LSTM and GRU models. The results highlight that the 
deep learning approach, particularly the RNN, is highly 
effective for this task, outperforming traditional machine 
learning methods in both accuracy and stability. 
The “SHAP” analysis revealed that features such as 
having_IP_Address, Shortining_Service,  and 
URL_Length were the strongest indicators for classifying 
a website as phishing. Conversely, features like a valid 
SSLfinal_State and Domain_registeration_length  were 
the most influential in classifying a website as legitimate. 
This interpretability provides valuable insights into how 
the model works, thereby increasing trust in its 
predictions.  

4- Conclusion 
This study proposes a hybrid approach to detect phishing 
attacks.The methodology included crucial preprocessing 
steps such as SMOTE and ADASYN for data balancing, 
and Information Gain and PCA for feature selection. The 
analysis of various models, including SVM, Random 
Forest, LSTM, and RNN, revealed that the RNN model 
achieved the highest accuracy at 99%, outperforming all 
other models. The research confirmed that deep learning 
models are more effective for this task, though they face 
challenges like high computational costs and reduced 
interpretability compared to traditional machine learning 
methods.
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 را  هاآن  شوند که کاربران اینترنت را هدف قرار داده و اطلاعات محرمانهحملات فیشینگ از تهدیدات مهم امنیت سایبري محسوب می:  دهکیچ
 کاهش ابعاد  و هاسازي دادهمتعادل  ،هاپردازش دادهپیش کارگیري با به مدل ترکیبی مبتنی بر یادگیري عمیق یک  پژوهش،  این  در.  کنندمی  سرقت

ها نهفته ها، کاهش ابعاد و انتخاب ویژگیسازي دادهنوآوري اصلی این مدل، در ترکیب همزمان چندین تکنیک پیشرفته براي متعادل . استارائه شده
توانسته مشکلات رایج در داده است را بهکه  را برطرف کند و دقت مدل  نامتوازن  افزایش دهدهاي   استفاده،   مورد  دادهمجموعه  .طور چشمگیري 

درخت  هاي مختلفی از جمله ، مدل ها، انتخاب ویژگی و کاهش ابعادپردازش دادهپیش است. پس از اعمال مراحل ها سایتهاي کلیدي وبویژگی شامل
سازي افزایش نمونه هایی همچونها، از روشسازي توزیع کلاس منظور متعادل سازي شدند. بهپیاده و جنگل تصادفی  ترین همسایهنزدیک  -kتصمیم،  

هاي انتخاب ویژگی مبتنی بر کسب روش است. همچنین، استفاده شده برداري تصادفیافزایش نمونه و سازي مصنوعی تطبیقینمونه ،مصنوعی اقلیت 
شده در این پژوهش، هاي ترکیبی ارائهمدل  دهد کهها نشان مینتایج آزمایش .ها بهبود یابدکار گرفته شدند تا کارایی مدل به کاهش ابعاد و اطلاعات

 روش اعتبارسنجی متقابل  با استفاده از پیشنهادي   مدل شبکه عصبی بازگشتی.  هاي فیشینگ برخوردار هستندسایتاز دقت بالایی در تشخیص وب
 .دهدهاي سنتی، عملکرد برتر و کارآمدتري را نشان میاست که در مقایسه با روشها دست یافتهسایتدر شناسایی این وب ٪99 به دقت

 .هاسایتبندي وبفیشینگ، یادگیري ماشین، یادگیري عمیق، انتخاب ویژگی، طبقه: يد یلک يهاواژه
DOI: 00.00000/0000   :پژوهشینوع مقاله 

 25/02/1404:   تاریخ ارسال مقاله 03/09/1404 : تاریخ پذیرش مقاله 30/09/1404 : مقاله چاپتاریخ 

 مقدمه   -۱
ــریع   ــد سـ ا رشـ اوري بـ هـاي آنلاین، هـاي اینترنتی و افزایش تراکنشفنـ

ــایبري   ــینگ به یکی از تهدیدات جدي در حوزه امنیت س حملات فیش
هاي معتبر، کاربران را سـایتاند. این حملات با تقلید از وبتبدیل شـده

ــاس مـاننـد نـام کـاربري، رمز عبور و اطلاعـات  فریـب داده و اطلاعـات حسـ
ــرقـت میبـانکی آن ــاس گزارشهـا را سـ هـاي امنیتی، میزان کننـد. براسـ

ال  ینگ در سـ مگیري افزایش یافته و هاي اخیر بهحملات فیشـ طور چشـ
کارایی خود  3و قوانین دسـتی 2هاي سـنتی مبتنی بر فهرسـت سـیاهروش

هاي  اند. بنابراین، توســعه مدل را در مقابله با این حملات از دســت داده
هاي فیشــینگ را با دقت بالا ســایتبتوانند وبهوشــمند و خودکار که 

یکی از  ].1[ شــناســایی کنند، به یک نیاز اســاســی تبدیل شــده اســت

 
 مسئول  نویسنده *

2 Blacklist 
3 Rule-Based 
4 Machine Learning 
5 Deep Learning 
6 Ensemble Learning 

تفاده از الگوریتمروش ینگ، اسـ خیص حملات فیشـ هاي  هاي موثر در تشـ
. این اســـت 6و یادگیري گروهی 5و یادگیري عمیق 4یادگیري ماشـــین

ایت، میهاي مختلف یک وبها با تحلیل ویژگیالگوریتم طور  توانند بهسـ
ایتخودکار تفاوت بین وب ایی کنند.  سـ ناسـ ینگ را شـ هاي قانونی و فیشـ

ارچوب ترکیبی مبتنی بر روش ک چـ اي در این پژوهش، یـ ادگیري   هـ یـ
ــین ــت که با  و یادگیري گروهی و یادگیري عمیق ماش ــده اس ارائه ش

ــتفـاده از تکنیـک ــازي  هاي انتخاب ویژگی، کاهش ابعاد و متعادل اسـ سـ
ــدبندي را بهبود میهاي طبقهها، عملکرد مدل کلاس هاي  چالش. بخشـ

 به صورت زیر است:  اصلی در تشخیص فیشینگ
ــایتوبمعمولاً تعداد : هاي دادهعدم تعادل در کلاس قانونی    هاي س

ــتر از وب ــیار بیش ــایتبس ــت، که باعث میس ــینگ اس ــود هاي فیش ش
هاي قانونی) تمایل  سایتهاي یادگیري به سمت طبقه اکثریت (وبمدل 

ل، از روش ــکـ د. براي حـل این مشـ دا کننـ هپیـ اي افزایش نمونـ برداري هـ
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ــنـوعـی نـمـونــه1مصـ افـزایـش  تـطـبـیـقـی  روش  ــه  2بـرداري ،  نـمـون بـرداري  و 
 ].2[ ها استفاده شده استسازي دادهجهت متعادل  3تصادفی

اي متنوع وبویژگی تهـ اســــایـ اي مبتنی بر آدرسویژگی:  هـ ، 4هـ
ــکریپـت، و ویژگی HTML هاي ویژگی هاي مرتبط با گواهی  و جاوا اسـ
تفاده از روش  5امنیتی تند. اسـ ینگ تأثیرگذار هسـ خیص فیشـ هاي در تشـ

روش تحلیـل  و کـاهش ابعـاد بـا  6انتخـاب ویژگی مبتنی بر میزان اطلاعـات
 .تواند به بهبود عملکرد مدل کمک کندمی 7هاي اصلیمؤلفه

ــین مـاننـد برخی از مـدل :  هـادقـت و کـارایی مـدل  هـاي یـادگیري مـاشـ
ــمیم ــت در مواجهـه بـا    8درخـت تصـ عملکرد خوبی دارنـد، امـا ممکن اسـ

هاي بزرگ و متنوع کارایی مناســبی نداشــته باشــند. از مجموعه داده
هاي  هاي یادگیري ماشــین، از مدل رو، در این پژوهش علاوه بر مدل این

اختارهاي پیچیده ت تا سـ ده اسـ تفاده شـ تر را یاد یادگیري عمیق نیز اسـ
 .بینی را افزایش دهندبگیرند و دقت پیش

در این پژوهش، یک ســیســتم ترکیبی مبتنی بر یادگیري گروهی،  
هاي  سایتیادگیري ماشین و یادگیري عمیق براي تشخیص خودکار وب

هاي این پژوهش شـامل اسـتفاده از فیشـینگ ارائه شـده اسـت. نوآوري 
ــازي دادههـاي مختلف متعـادل روش هـاي  هـا براي بهبود عملکرد مـدل سـ
ــتخراج  بندي، بهرهطبقه گیري از انتخاب ویژگی و کاهش ابعاد براي اسـ
هاي مؤثر در تشـخیص فیشـینگ و مقایسـه جامع بین ترین ویژگیمهم
ــینمـدل  براي  و یـادگیري عمیق هـاي یـادگیري گروهی، یـادگیري مـاشـ

  يشـنهاد یمدل پ ي پژوهش، نوآور نای  در یافتن بهترین مدل می باشـد.
 :شودیم میتقس یبه دو بخش اصل

اده از روشPCAو    SMOTE  بی ـترک ــتفـ ا: اسـ و    SMOTE  ي هـ
ADASYN  ازمتعادل  ي برا تفاده از داده  ي سـ  ي برا  PCAها در کنار اسـ

ــ  ي ریادگیـ  ي هـادر مـدل هـا،  کـاهش ابعـاد داده   ق، یعم  ي ریادگیـو    نیمـاشـ
ــت. اباعث بهبود عملکرد مدل  ــده اس   ی دگ یچینه تنها پ کردیرو  نیها ش

 داده است. شیها را افزامدل  ییداده بلکه کارا کاهشرا   یمحاسبات
 نی: در ا)RNN(  یبازگشـت یمدل شـبکه عصـب  يسـازنهیبه

در   ي شــتریشــده اســت تا دقت ب  ي ســازنهیبه  RNNپژوهش، مدل  
مدل    نیبدسـت آورد. ا  دهیچیپ  ي هادر داده  نگیشـیف  ي الگوها ییشـناسـا

عملکرد  اي ملاحظهقابل  طوربه که  برســد ٪99توانســته اســت به دقت 
و جنگل    SVM  م،یها از جمله درخت تصـممدل  رینسـبت به سـا ي بالاتر
 نشان داده است. یتصادف

بخش دوم،  : دهی شـــده اســـتصـــورت زیر ســـازماناین مقاله به
هاي موجود براي تشـخیص فیشـینگ بررسـی روشمطالعات پیشـین و 

وندمی وم، روش .شـ امل مجموعه داده،  در بخش سـ ی پژوهش شـ ناسـ شـ
هاي انتخاب ویژگی تشــریح  ها و روشســازي دادهپردازش، متعادل پیش

ودمی ه عملکرد مدل در بخش چهارم، نتایج آزمایش .شـ هاي  ها و مقایسـ

 
1 SMOTE 
2 ADASYN 
3 RandomOverSampler 
4 URL 
5 SSL/TLS 
6 Information Gain 
7 PCA 

ه می ارائـ ــودمختلف  پنجم، جمع  .شـ نتیجـهدر بخش  و بنـدي،  گیري 
 ..شودپیشنهادهایی براي کارهاي آینده بیان می

 کارهاي مرتبط   مروري بر -۲
ــینـگ و پیچیـدگی تکنیـک ا افزایش حملات فیشـ هـاي فریـب کـاربران،  بـ

ــنهاد  روش ــخیص و مقابله با این تهدیدات پیشـ هاي مختلفی براي تشـ
ده ی مطالعات مرتبط پرداخته و نقاط قوت  شـ اند. در این بخش، به بررسـ

 .کنیمهاي موجود را تحلیل میو ضعف روش

   هاي سنتی تشخیص فیشینگروش  -۲-۱
یاهدر مراحل اولیه، روش ت سـ فید هاي مبتنی بر فهرسـ ت سـ  9و فهرسـ

ایی وب ناسـ ایتبراي شـ عه یافتند. در این روشسـ ینگ توسـ ها، هاي فیشـ
ا آدرس اي اینترنتی مخرب یـ ــتی از آدرس هـ داري  فهرسـ اي امن نگهـ هـ

 .شودجدید با این فهرست مقایسه می URL هرشده و 
سادگی   شده،هاي شناختهسایتسرعت بالا در شناسایی وب:  نقاط قوت

 سازي و کارایی در مقیاس کوچکپیاده
ایی حملات فیشـینگ جدید:  نقاط ضـعف ناسـ نیاز به ،  عدم توانایی در شـ

ایگـاه داده ــانی مـداوم پـ ــیـب،  بروزرسـ تغییر  پـذیري در برابر حملات  آسـ
 URL سریع

یاه  اند که روشنشـان داده] 3[ مطالعاتی مانند هاي مبتنی بر فهرسـت سـ
هاي فیشــینگ جدید را شــناســایی  ســایتدرصــد از وب 70تا   50تنها 
 .کنند، که این میزان براي مقابله با تهدیدات مدرن کافی نیستمی

  هاي مبتنی بر یادگیري ماشینروش  -۲-۲
ین، مدل  رفت یادگیري ماشـ تیبانبا پیشـ ین بردار پشـ ،  10هایی مانند ماشـ
روشــهاي  و  12، نزدیکترین همســایه11درخت تصــمیم، جنگل تصــادفی

اند. این براي تشـخیص فیشـینگ مورد اسـتفاده قرار گرفته 13تقویت مدل 
ا تحلیـل ویژگیمـدل  ــایـتهـاي مختلف وبهـا بـ هـا، الگوهـاي پنهـان را سـ

ایی کرده و تصـمیم ناسـ شـان داد ] ن4[ي  قالهم  .دهندگیري انجام میشـ
در تشـــخیص فیشـــینگ عملکرد   ٪95با دقت    XGBoost  که مدل 

بت به مدل  یار بهتري نسـ نتی داردبسـ ان داد  ي مطالعه دیگر .هاي سـ نشـ
ویژگی منتخب، توانسـت  50با اسـتفاده از  Random Forest که مدل 
 ].5د [دست یاب ٪93به دقت 

ت دودیـ اي روشمحـ ــینهـ اش مـ ادگیري  یـ اي  در   :هـ ایین  پـ ت  دقـ
ددي و متنیویژگی اي غیر عـ ادل داده  هـ دم تعـ ه عـ ت بـ ــیـ ــاسـ ا حسـ هـ

،  )هاي غیر فیشــینگ هســتندهاي فیشــینگ معمولاً کمتر از دادهداده(
مطالعات    هاي پیچیده و وابستگی زمانیسازي توالیعدم توانایی در مدل 

8 Decision Tree 
9 Whitelist 
10 SVM 
11 Random Forest 
12 KNN 
13 XGBoost 
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 پروین نیاو  چگینی... /  ي ر یادگی ي ها با استفاده از مدل  نگی شی ف ي هاتیساوب صی بهبود تشخ

 ۳۱ 

ــان داده   هـا مـاننـد بـا کـاهش ابعـاد داده ML هـاي انـد کـه ترکیـب روشنشـ
PCA   و  Information Gain  ــود، اما می تواند منجر به بهبود دقت ش

 .ماندهایی در تحلیل الگوهاي پیچیده باقی میهمچنان ضعف

 هاي مبتنی بر یادگیري عمیق روش  -۲-۳
،  1هاي عصـبی بازگشـتیهایی مانند شـبکهبا ظهور یادگیري عمیق، مدل 

براي شــناســایی  3اي بازگشــتیواحدهاي دروازه و 2حافظه بلندمدت
تفاده قرار گرفتهالگوهاي پیچیده در داده اند. این هاي فیشـینگ مورد اسـ

ــتگیروش ــف الگوهاي  هاي طولانیها قابلیت یادگیري وابس مدت و کش
 ٪97توانســت با دقت   LSTM مدل [،  7[در   .ها را دارندپنهان در داده

بت به مدل  یار بهتري نسـ ین هاي عملکرد بسـ ان دهد یادگیري ماشـ  .نشـ
ب ه ترکیـ ــان داد کـ ث بهبود  LSTM و CNN تحقیقی دیگر نشـ اعـ بـ

 ].8[ شد ٪98برداري و افزایش دقت مدل تا ویژگی
ان آموزش طولانی و   :هـاي یـادگیري عمیقهـاي روشمحـدودیـت زمـ

ــی بالا ــیت به عدم تعادل داده، نیاز به قدرت پردازش ــاس نیاز به ، هاحس
ــی براي   ــیـدن بـه دقـت بـالامقـدار زیـادي داده آموزشـ ا این حـال،  .  رسـ بـ

ــان داده ــتفاده از تکنیکمطالعات اخیر نش ــازي،  هاي بهینهاند که اس س
تواند عملکرد هاي مختلف میتنظیم پارامترهاي شـــبکه و ترکیب روش

 .هاي یادگیري عمیق را بهبود بخشدمدل 

  4ترکیب یادگیري ماشین و یادگیري عمیق  -۲-۴
را براي بهبود  DL و ML هـاي ترکیبی از روشبرخی از مطـالعـات اخیر 

ــنهاد داده ــینگ پیشـ ــخیص فیشـ ابتدا  هااند. در این روشعملکرد تشـ
اســتخراج   هاي یادگیري ماشــینهاي کلیدي با اســتفاده از مدل ویژگی

ــونـد.می ــپس این ویژگی  شـ  مـاننـد هـاي یـادگیري عمیقهـا بـه مـدل سـ
LSTM و GRU ــتگیوارد می ــونـد تـا وابسـ هـاي زمـانی و الگوهـاي  شـ

 LSTM و جنگل تصـادفی ، ترکیب]9[در   .پیچیده شـناسـایی شـوند

 .برسد ٪99باعث شد که دقت مدل به 
ا ترکیـب قـدرت تحلیـل  :  هـاي ترکیبیمزایـاي روش بهبود دقـت مـدل بـ

ــین هـاي ویژگی ــط و یـادگیري توالی یـادگیري مـاشـ هـاي پیچیـده توسـ
 کاهش زمان پردازش در مقایسـه با اسـتفاده صـرف از،  یادگیري عمیق
 قابلیت شناسایی الگوهاي پیچیده و جدید،  یادگیري عمیق

 مقایسه مطالعات پیشین با پژوهش حاضر   -۲-۵
ــتـه، محـدودیـت هـایی مـاننـد عـدم تعـادل  بـا توجـه بـه مرور مطـالعـات گـذشـ

هاي خاص، و نیاز به قدرت پردازشـــی بالا ها، وابســـتگی به ویژگیداده
هاي اخیر (از در ســال  .شــودهاي موجود مشــاهده میمدل همچنان در  

ینگ وببه بعد)، تمرکز پژوهش  2020 خیص فیشـ ایتها در تشـ ها از سـ
هاي کلاسـیک به سـمت  هاي دسـتی و مدل هاي مبتنی بر ویژگیروش

عـمــاري  مــدل مـ عـمـیـق،  چــارچـوبهــاي  و  رکـیـبـی  تـ هــاي  هــاي 
تغییر کرده اســت. بخشــی از تحقیقات جدید بر   (XAI)تفســیرپذیر

 
1 RNN 
2 LSTM 

هاي کانولوشـنی و بازگشـتی براي اسـتخراج همزمان اسـتفاده از شـبکه
ــاختاري و ترتیبی در هاي وب تمرکز دارند.  یا ویژگی URL الگوهاي س
  CNN  ،LSTM  هـاي کـارگیري معمـاري براي مثـال، برخی مطـالعـات بـا بـه

ــتـه CNN–LSTM یـا ترکیـب ــخیص  توانسـ انـد عملکرد بـالایی در تشـ
هاي عمیق در اســتخراج  فیشــینگ ارائه دهند و نشــان دهند که شــبکه

 ].16[ ها مزیت دارندالگوهاي پیچیده از داده
ــبکهدر رویکردهاي ترکیبی جدید، تلاش می ــود با ادغام ش هاي  ش

د  اننـ (مـ اجزاي مکمـل  ا  بـ الگوهـاي غیرخطی)  ادگیري  یـ (براي  عمیق 
سـازي داده)  هاي بالانسسـازي فراپارامترها یا روشانتخاب ویژگی، بهینه

اي امنیتی اهـ ت افزایش و خطـ ه) دقـ اهش   (False Negative ویژهبـ کـ
ــت کـه بـا هـدف   CNN–RNN هـاي اي از این رونـد، مـدل یـابـد. نمونـه اسـ

بکه (ویژگی تفاده از نقاط قوت هر دو خانواده شـ نی و اسـ برداري کانولوشـ
تگی دهیادگیري وابسـ نهاد شـ وي دیگر،   ].17[ اندهاي ترتیبی) پیشـ از سـ

هاي جدید، حرکت به سمت «تفسیرپذیري»  مسیر مهم دیگر در پژوهش
اسـت؛ زیرا در امنیت سـایبري، صـرف دقت بالا کافی نیسـت و باید روشـن 

هایی تصـمیم گرفته اسـت. در این راسـتا، باشـد مدل بر اسـاس چه ویژگی
ــیرپذیر   SHAP/LIME هاي مبتنی برچارچوب و انتخاب ویژگی تفسـ

صــورت مســتقیم نشــان  اند و برخی کارها بهرشــد چشــمگیري داشــته
ا مـدل  XAI هـاي انـد کـه ترکیـب روشداده ادگیري میبـ توانـد هم هـاي یـ

 ].18[اعتمادپذیري و هم کارایی را ارتقا دهد
نســبت به مســیرهاي فوق در این  جایگاه و نوآوري پژوهش حاضـر

جاي اتکا به یک معماري صـرفاً عمیق یا صـرفاً کلاسـیک، یک اسـت که به
ــجم و کامل زنجیره :  گیردمی کاربه را هدفمند»  پردازش«پیش  از  منسـ

ک)  1(  از تکنیـ اده  ــتفـ ادل اسـ متعـ اي  دادههـ اســــازي     ،SMOTE(   هـ
ADASYN  ،(RandomOverSampler   هاي  براي بهبود عملکرد مدل

  بــا  ویژگی  انتخــاب)  2(   بعــد،/قبــل  کلاس  توزیع  گزارش  و  یــادگیري 
اي  ارهـ اتی،  معیـ اهش)  3(   اطلاعـ د  کـ ا  بعُـ ــترین  PCA بـ براي حفظ بیشـ

ــتگی، و ( واریانس و کاهش هم ــه نظام4بس ،  ML هاي مند مدل ) مقایس
در یک چارچوب واحد. این ترکیب باعث کاهش  DL یادگیري گروهی و

ــباتی و  ــده و در نهایت، مدل پیچیدگی محاس  افزایش پایداري مدل ش
RNN ایر مدل بهینه بت به سـ ت دقت بالاتري نسـ ته اسـ ده توانسـ با ها شـ

تنظیم   توسـط False Negative و False Positive کاهش نرخ خطاي 
ت آوردبه  هابهینه پارامترهاي مدل  ی پژوهش در ادامه، روش .دسـ ناسـ شـ

 .کندرا تشریح میها و تنظیمات سازي مدل شود که نحوه پیادهارائه می

 بندي این بخش جمع   -۲-۶
هاي  سفید ناکارآمد بوده و نیاز به روش و  هاي سـنتی فهرست سیاهروش

دقت بالایی دارد اما در  یادگیري ماشـیناگرچه  .تر وجود داردپیشـرفته
ــت ــخیص الگوهـاي پیچیـده محـدود اسـ  یـادگیري عمیقهمچنین    .تشـ

تگی ایی وابسـ ناسـ هایی از جمله هاي پیچیده را دارد اما چالشتوانایی شـ
 و یادگیري ماشـــین هاي ترکیب روشبنابراین   .زمان پردازش بالا دارد

3 GRU 
4 Hybrid Models 
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ر این رویکرد را  یادگیري عمیق باعث افزایش دقت شـده و پژوهش حاضـ
ارائه   1شــناســیدر مرحله بعدي، بخش روش  .ســازي کرده اســتبهینه

 .خواهد شد

 پیشنهادي ارائه روش  -۳
خیص وب نهادي براي تشـ ایتدر این بخش، روش پیشـ ینگ  سـ هاي فیشـ

و یادگیري   شـود. مدل پیشـنهادي ترکیبی از یادگیري ماشـینارائه می
تفاده از روش عمیق ت که با اسـ ازي داده، کاهش ابعاد هاي متعادل اسـ سـ

دهد. در ادامه، مراحل ها دقت تشخیص را افزایش میسازي مدل و بهینه
 .شودسازي این روش توضیح داده میاصلی پیاده

 چارچوب کلی روش پیشنهادي   -۳-۱
 :گام اصلی تشکیل شده است نهروش پیشنهادي از 

 .هاپردازش داده: دریافت و پیش1گام   •
ام   • ادل 2گـ ا روش: متعـ بـ ه داده  اي ســــازي مجموعـ ،  SMOTE(   هـ

ADASYN، RandomOverSampler (. 
ویژگی3گــام   • انتخــاب  روش:  از  ــتفــاده  اسـ بــا  مهم   هــاي هــاي 

Information Gain   و PCA. 
 .هاي آموزشی و آزمایشیها به مجموعه: تقسیم داده4گام   •
ــازي مدل : پیاده5گام   • ــینس  هاي یادگیري گروهی و یادگیري ماش

 .جنگل تصادفی  ازجمله ماشین بردار پشتیبان، درخت تصمیم،
ام   • اده6گـ ــازي مـدل : پیـ ادگیري عمیقسـ ــامـل هـاي یـ   ،LSTM  شـ

GRU  و RNN. 
مــدل 7گــام   • دقــت  افزایش  براي  پــارامترهــا  بهینــه  تنظیم  و    هــا: 

ها و کاهش نرخ یادگیري براي افزایش نورون  با  RNN سـازي بهینه
 .بالادستیابی به دقت 

 استفاده از روش اعتبارسنجی متقابل،  ها: ارزیابی عملکرد مدل 8گام   •
 .و مقایسه نتایج

هاي یادگیري  براي تفســـیر مدل   SHAP: اســـتفاده از روش 9گام   •
 .ها در عملکرد مدل یژگیو و مشخص نمودن تاثیر هر عمیق

 .شوددر ادامه، هر یک از این مراحل به تفصیل توضیح داده می

 ها پردازش داده دریافت و پیش  -۳-۲
داده ه  داده:  مجموعـ مجموعــه  از  پژوهش   Phishing Websiteاین 

Dataset    که در تحقیقات پیشــین براي تشــخیص حملات فیشــینگ
تفاده شـده اسـت، بهره می امل ویژگیاسـ هاي عددي  برد. این مجموعه شـ

این  .دهندها را نشـان میسـایتهاي مهم وبو باینري اسـت که مشـخصـه
نمونه بوده و برچسب خروجی آن دودویی   11,055داده داراي مجموعه  

انونی)  گ/قـ ــینـ ــت  (فیشـ داد ویژگی  .اسـ اي ورودي (پس از حـذف تعـ هـ
تون ه) سـ ناسـ صـورت  ها عمدتاً بهویژگی اسـت. ویژگی 30هاي شـاخص/شـ

ــده ــهاز آنانـد و بخش عـددي کـدگـذاري شـ حـالتـه  هـا مـاهیـت دودویی/سـ

 
1 Methodology 

ــعیت 1و   0، -1دارند (براي نمونه مقادیر  هاي متفاوت  براي نمایش وض
 ها داده مقدار گمشـده گزارش نشـده و دادهیک ویژگی). در این مجموعه

 ].10[  دتنسههاي یادگیري ماشین مناسب  براي تحلیل
ت دودیـ اي  محـ ههـ این :  دادهمجموعـ ــترده  گسـ کــاربرد  وجود  بــا 

د محـدودیـت مهم وجود داردداده در پژوهشمجموعـه ا، چنـ ا  ویژگی  :هـ هـ
ــتند و برخی ویژگی ــتا» هس هاي رفتاري یا مبتنی بر زمان عمدتاً «ایس

د تغییرات لحظـه اننـ ا کمپین(مـ ه یـ ــینـگ) را اي دامنـ اي زودگـذر فیشـ هـ
ــش نمی دپوشـ هداده از محیط    .دهنـ ان واقعیِ آنلاین بـ ــورت جریـ   2صـ

اســتخراج نشــده اســت؛ بنابراین براي اســتقرار عملی، لازم اســت روش 
ــنهادي روي داده ــودهاي بهپیش کدگذاري    .روز و عملیاتی نیز آزمون ش

ــود برخی الگوریتمبـاعـث می  0/1/-1 ــازي دقیق هـا نیـازمنـد نرمـال شـ سـ
 .بندي استاندارد استفاده شداز مقیاسباشند؛ به همین دلیل 

ل پیش امعتبر و داده  :پردازش دادهمراحـ ادیر نـ ذف مقـ اي پرتحـ ؛  هـ
ددي  ادیر عـ ه مقـ ددي بـ ادیر غیرعـ ل مقـ دیـ اس؛  تبـ دي دادهمقیـ ا  بنـ ا بـ هـ

اده از ــتفـ دل   StandardScaler  اسـ ارایی مـ ابراي بهبود کـ ــی ؛  هـ بررسـ
ــتگی ویژگی ذف همبسـ ــتگی و حـ اتریس همبسـ اده از مـ ــتفـ ا اسـ ا بـ هـ

 ).1(شکل  هاي غیرمؤثرویژگی

 : مشخصات مجموعه داده  )1(جدول 
 مقدار/توضیح  مولفه 

 Phishing Websites Dataset داده نام مجموعه

 11,055 هاتعداد کل نمونه

 6,157 سایت قانونیتعداد وب

 4,898 سایت فیشینگتعداد وب

 30 هاي وروديتعداد ویژگی

شده عمدتاً عدديِ کدگذاري ها نوع ویژگی
حالته) (باینري/سه  

 خیر  وجود مقدار گمشده 
 دودویی (فیشینگ/قانونی) نوع برچسب خروجی

 ,SSLfinal_State, URL_Length هانمونه ویژگی
Shortining_Service, 
having_IP_Address 

 

 
 ها با ماتریس همبستگی : همبستگی ویژگی )1(شکل 

2 real-time 
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 سازي مجموعه داده متعادل  -۳-۳
ــکل ــایتهاي وبهاي اولیه، نمونهدر داده  :مجموعه داده  مش هاي  سـ

ــینگ کمتر از وب ــایتفیش ــتند که باعث عدم تعادل  س هاي قانونی هس
 .دهدمیها شده و کارایی مدل را کاهش کلاس

ار ه:  راهکـ دل بـ ک  منظور بهبود عملکرد مـ ــه تکنیـ ا، از سـ ،  SMOTEهـ
ADASYN و RandomOverSampler 11[ شودمی استفاده .[ 

• 1SMOTEهاي اقلیتهاي مصنوعی از داده: تولید نمونه 
• 2ADASYNه ــتر بر نمونـ ت: تمرکز بیشـ ــخـ اي سـ اد هـ تر و ایجـ

 هاهاي جدید بر اساس آنداده
• RandomOverSamplerداد داده هـاي کلاس اقلیـت : افزایش تعـ

 براي رسیدن به تعادل کامل
اده از این روش ــتفـ ا اسـ ادل دادهبـ ا، تعـ اهـ ه و مـدل   هـ افتـ ا دقـت بهبود یـ هـ

ایی حملات فیشـینگ خواهند داشـت ناسـ ،  ) 2( در جدول    .بیشـتري در شـ
 است.سازي آورده شده  مشخصات مجموعه داده قبل و بعد از متعادل 

 هاي مهمانتخاب ویژگی  -۳-۴
ــه روش انتخـاب و  نیدر ا  ــامـل    یژگیپژوهش از سـ و   3IG  ، 2GRشـ
4PCA هدف  ]12[  مهم اسـتفاده شـده اسـت  ي هایژگیاسـتخراج و ي برا .

اسـت.   یمحاسـبات  یدگیچیدقت مدل و کاهش پ  شیافزا  ب،یترک  نیاز ا
ه  نیدر ا ــودیم  انیـب  ي ترقیطور دقبخش، بـ ه چرا ا  شـ از   بیـترک  نیکـ

ــت و چه تأثها بهروش ــده اس ــتفاده ش در عملکرد   ي ریطور همزمان اس
 ها داشته است:مدل 

 سازي : مشخصات مجموعه داده قبل و بعد از متعادل)2(جدول 
Class distribution before balancing: 
Counter({1: 6157, 0: 4898}) 
Class distribution after SMOTE: Counter({1: 
6157, 0: 5849}) 
ADASYN skipped as SMOTE already balanced the 
data. 
Class distribution after RandomOverSampler: 
Counter({0: 6157, 1: 6157}) 

 IG,GR,PCA: محاسبه ویژگی هاي منتخب با )3(جدول 

 ویژگی ردیف
مقدار 
 اطلاعات
(IG) 

نسبت 
 بهره

(GR) 

 اهمیت
PCA 
(PCA 

Variance 
Ratio) 

1 SSLfinal_State 0.373936 1.000000 1.000388 
2 URL_of_Anchor 0.314312 0.840551 2.092429 
3 having_Sub_Domain 0.099388 0.265790 0.855099 
4 Prefix_Suffix 0.092233 0.246654 0.855187 
5 web_traffic 0.091352 0.244298 0.647140 
6 Request_URL 0.060253 0.161132 0.642662 
7 Domain_registeration_length 0.055379 0.148097 1.522719 
8 Links_in_tags 0.028632 0.076570 1.664032 

 
1 Synthetic Minority Over-sampling Technique 
2 Adaptive Synthetic Sampling 
3 Information Gain 

• IG    وGRا ل و    لیـبر اســــاس تحلدو روش    نی:  ابـ ات متقـ اطلاعـ
 ییهدف هستند که به شناسا  ریبا متغ  هایژگیو  یاطلاعات  ي هانسبت

 .کندیکمک م  ي رضروریغ  ي هایژگیمؤثر و حذف و  ي هایژگیو
• PCAه  نی: ا اد دادهروش بـ ا و حفظ بمنظور کـاهش ابعـ ــتریهـ   ن یشـ

  ها مورد استفاده قرار گرفته است.در داده انسیوار
آورده شــده اســت که  شــاتیآزما جیمقاله نتا  نیبهتر، در ا لیتحل ي برا

ــان م ــتفاده همزمان از ا  دهدینشـ ــه روش، به نیاسـ   يطور معنادارسـ
  يهایژگیمحاسبه و،  ) 2( در جدول    است.  دهیعملکرد مدل را بهبود بخش

در این جدول مشـاهده آورده شـده اسـت.  PCA  و  IG  ،GRمنتخب با 
  URL_of_Anchorو    SSLfinal_State هایی مانندشـود که ویژگیمی

اي در تشـخیص  کنندهبرخوردار هسـتند و نقش تعیین  از بالاترین اهمیت
 .هاي فیشینگ دارندسایتوب

 ها داده بندي  تقسیم -۳-۵
ــیم ه دو مجموعـهبنـدي دادهتقس ا بـ ا براي آموزش داده  ٪80از  :هـ هـ

 .شوداستفاده می  هاعملکرد مدل ارزیابی ها براي داده ٪20وها  مدل 
هاي فیشـینگ  حفظ نسـبت کلاسبراي  :5شـدهبنديطبقه  گیرينمونه

هاي آموزشی و آزمایشی استفاده شده است. و غیر فیشینگ در مجموعه
تراتژي اطمینان می ب در هر این اسـ دهد که هر دو کلاس به طور مناسـ

ا  بخش از داده دل در هـ ث بهبود عملکرد مـ اعـ ه بـ د کـ ــونـ دگی شـ اینـ نمـ
 .شودتشخیص فیشینگ می

هاي یادگیري گروهی و  سازي مدلپیاده   -۳-۶
 یادگیري ماشین

ین براي  در این پژوهش، از شـش مدل یادگیري گروهی و یادگیري ماشـ
 :مقایسه استفاده شده است

ان • ــتیبـ ــین بردار پش اش الا براي دادهمـ ت بـ اي خطی و : دقـ هـ
 .غیرخطی

 .: سادگی و تفسیرپذیري بالادرخت تصمیم •
 .: قدرت تطبیق با الگوهاي مختلفنزدیکترین همسایه •
 .برازش و افزایش دقت: کاهش بیشجنگل تصادفی •
 .هاي نامتوازنالگوریتمی قدرتمند براي داده :روش تقویت مدل •
ازي مدلبهینه •  براي یافتن  GridSearchCVاســتفاده از :  هاسـ

و   Random Forestها درافزایش تعداد درخت،  پارامترهابهترین 
XGBoost ،تنظیمC  و γ درSVM  براي افزایش دقت. 

  هاي یادگیري عمیقسازي مدلپیاده  -۳-۷
ــینگ   ــخیص فیش ــی عملکرد تش ــه مدل یادگیري عمیق براي بررس س

 :استفاده شده است
 

4 Principal Component Analysis 
5 Stratified Sampling 
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• 1 LSTMهاي ترتیبی: مناسب براي داده  
• 2GRU : جایگزینی بهینه برايLSTM   
• 3 RNNهاهاي زمانی در داده: شناسایی وابستگی 

 متقابل  ی اعتبارسنجروش  -۳-۸
هاي ارزیابی عملکرد ترین روشیکی از مهم 4اعتبارسـنجی متقابلروش 
ت که بهمدل  ین و یادگیري عمیق اسـ طور مؤثري از  هاي یادگیري ماشـ

خیص  ]13[  کندجلوگیري می  5برازشبیش پدیده ائلی مانند تشـ . در مسـ
ایتوب ینگ که دادهسـ امل الگوهاي پرتعداد هاي فیشـ ت شـ ها ممکن اسـ

یا ناهماهنگ باشـــند، اگر مدل تنها روي یک مجموعه آموزش و آزمون 
ها عملکرد خوبی ثابت آموزش ببیند، ممکن اسـت فقط روي همان داده

 هاي جدید و ناشناخته دچار افت کارایی شود.نشان دهد، ولی در داده
یم داده روشدر  نجی متقابل با تقسـ تفاده    ها به چند بخشاعتبارسـ و اسـ

کنـد تـا مـدل  متنـاوب از هر بخش براي آموزش و ارزیـابی مـدل، کمـک می
کل کلی ی از دادهبه شـ ته به بخش خاصـ د. تري یاد بگیرد و وابسـ ها نباشـ

ه ه، این رویکرد بـ الـ دهویژه براي الگوریتمدر این مقـ اي پیچیـ تري چون هـ
LSTM،GRU  و RNN مفید اسـت. با برازش هسـتند، که مسـتعد بیش

تفاده از ل کرد که عملکرد مدل در میاین روش  اسـ توان اطمینان حاصـ
 .پذیر استکل مجموعه داده پایدار، قابل اعتماد و تعمیم

ل   ــائـ اداده  ي دارادر مسـ دود    ي هـ ــخ  ایـمحـ د تشـ اننـ   ص یپرتنوع مـ
ــاوب ــیف  ي هاتیس ــتفاده از   نگ،یش   Fold Cross-Validation-10اس

  کند یفراهم م  انسیو وار  اسیبا نیب  ي تعادل بهتر  رایز  .شـودیم هیتوصـ
 .]14[  دهدینامتوازن را کاهش م ي هااز داده یو هم نوسانات ناش

 6SHAPمدل با استفاده از روش    ي ریرپذیتفس  -۳-۹
ا  تیامن ي ایدر دن خ  ژهیوبه  ،ي بریسـ رفاً   نگ،یشـیحملات ف  صیدر تشـ صـ
ــ ــت؛ین  یبه دقت بالا کاف دنیرسـ ــم  سـ   ير یگمیبلکه درك منطق تصـ
ــ  ي ریادگی  ي هامدل  ــت ییبالا  تیاز اهم زین نیماش  .]15[ برخوردار اس
دل  امـ د    قیعم  ي ریادگیـ  ي هـ اننـ ه دل  RNNو    LSTM  ،GRUمـ   ل یـبـ

شـناخته    "اهیجعبه سـ"خود، اغلب به عنوان   یرخطیو غ  دهیچیسـاختار پ
ــونـد،یم ــمیم  نـدایکـه فر  یمعن  نیبـه ا  شـ بـه   ي هـا از ورودآنگیري  تصـ

چالش و   نیرفع ا ي . براسـتیقابل درك ن یانسـان به راحت ي برا یخروج
پژوهش،    نیدر ا  افتهیتوسـعه  ي هامدل   ي ریو اعتمادپذ تیشـفاف  شیافزا

با استفاده .  ]16[  ه استاستفاده شد  SHAP  یشیافزا  حاتیاز روش توض
ه    ،روش  نیااز   ه ابـ ــخ بـ اسـ ال پـ ــش    نیدنبـ ــتیمپرسـ از   کیـ: هر  هسـ
ــتفاده  ای "@"، وجود کاراکتر  URL(مانند طول   ي ورود  ي هایژگیو اس

  يبندطبقه  ي رامدل ب  یینها  میدر تصم  ی) چه سهمHTTPSاز پروتکل  
با   SHAPداشــته اســت؟   یقانون  ای  نگیشــیبه عنوان ف تیســاوب کی

 
1 Long Short-Term Memory 
2 Gated Recurrent Unit 
3 Recurrent Neural Network 
4 Cross-Validation 
5 overfitting 

ــفانه هر و ــهم منص ــبه س ، به ما امکان ینیبشیپ ندیدر فرآ  یژگیمحاس
أث  دهـدیم ا تـ دل ارز  یرا بر خروج  ریهر متغ  قیدق  ریتـ  نی. امیکن  یابیـمـ

  دهد، یمنفرد ارائه م  ینیبشیپهر  ي برا  یمحل  ي رهایتنها تفســروش نه
ا تجم ه بـ ــ  نیا  عیبلکـ ا،یتفسـ دل و اهم  کلی  دیـد  کیـ  رهـ ار مـ   ت یـاز رفتـ

ــنج  ي امر برا  نیکـه ا  آوردیفراهم م  هـایژگیو ارسـ  قیو درك عم  یاعتبـ
 ریمقاد  ،یشـــیهر نمونه در مجموعه داده آزما ي برا اســـت. یاتیمدل ح

SHAP  ــبه م ي ورود  ي هایژگیوتمام  ي برا ــودیمحاس . مقدار مثبت  ش
SHAP  مدل    ینیبشیپ ،یژگیکه آن و دهدینشــان م یژگیو کی ي برا

که مقدار  یســوق داده اســت، در حال  "نگیشــیف"را به ســمت کلاس 
مقدار  نیا ی. بزرگکندیم تیهدا  "یقانون"آن را به سمت کلاس   ،یمنف

 است. یژگیآن و ریدهنده قدرت تأثنشان زین

 آمدهسازي و بررسی نتایج بدستپیاده -۴
ــازي مدل در این بخش، مراحل پیاده هاي یادگیري گروهی، یادگیري  س

براي تشـخیص حملات فیشـینگ بررسـی شـده   و یادگیري عمیق ماشـین
سـازي و پارامترهاي  شـود. ابتدا محیط پیادهها تحلیل میو نتایج آزمایش

ــپس معیارهاي ارزیابی معرفی کلیدي مدل  ــده و س ــیح داده ش ها توض
هاي مختلف از طریق مقایســه دقت، شــوند. در نهایت، عملکرد مدل می

  .گیردنرخ تشخیص و سایر معیارهاي ارزیابی مورد بررسی قرار می

  7سازيمحیط پیاده  -۴-۱
 سازي استفاده گردید:از موارد زیر براي شبیه

  8پلتفرم گوگل کولب •
  3.119نویسی پایتون زبان برنامه •
  :هاي مورد استفادهکتابخانه •
• Scikit-learn  یادگیري ماشین هاي براي مدل  
• TensorFlow/Keras  هاي یادگیري عمیقبراي مدل  
• XGBoost شده گرادیانبراي الگوریتم تقویت  
• Imbalanced-learn  هاسازي دادهبراي متعادل  
• Matplotlib و Seaborn ها و نتایجبراي مصورسازي داده 
ــازادهیـپ  ي برا امـدل   ي بر رو  SHAPروش    ي سـ و   LSTM  ،GRU  ي هـ

RNN  از ابزار ،DeepExplainer   ــد کـه بـه طور خـاص بهره گرفتـه شـ
 شده است.  ي سازنهیبه قیعم  یعصب  ي هاشبکه ي برا

 انتخاب ویژگی و کاهش ابعاد  -۴-۲
مــدل  دقــت  افزایش  براي  پژوهش،  این  پیچیــدگی  در  کــاهش  و  هــا 

ه روش مختلف جهت تحلیل اهمیت ویژگی باتی، از سـ تفاده  محاسـ ها اسـ
 :شده است

6 SHapley Additive exPlanations 
7 Implementation Environment 
8 Google Colab 
9  Python 3.11 
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 ۳۵ 

ا انـدازهاطلاعـات متقـابـل گیري میزان کـاهش عـدم قطعیـت : این روش بـ
دار یـک ویژگی خـاص، اهمیـت آن  ــتن مقـ ــورت دانسـ (آنتروپی) در صـ

 .نشان داده شده است ) 2( که در شکل   کندویژگی را مشخص می
ــبـت اطلاعـات ــبـت بـه  1نس : این معیـار، مقـدار اطلاعـات متقـابـل را نسـ

مقادیر هایی که تعداد  ســـازي کرده و تأثیر ویژگیآنتروپی ویژگی نرمال 
 .آورده شده است  ) 3(   که در شکل دهدیکتاي زیادي دارند را کاهش می

ــلیتحلیـل مؤلفـه هـا بـه : این روش کـاهش ابعـاد، بـا تبـدیـل دادههـاي اص
هاي خطی مســـتقل، ســـعی دارد بیشـــترین  فضـــاي جدیدي از مؤلفه

ــکـل  واریـانس داده را در کمترین تعـداد مؤلفـه حفظ کنـد   )4(   کـه در شـ
 .نشان داده شده است

هاي داراي اهمیت بیشـتر انتخاب شـده و بر اسـاس این سـه معیار، ویژگی
تخراجها به همراه مؤلفهترکیبی از آن لی اسـ ط هاي اصـ ده توسـ ،  PCAشـ

ت. نمودارهاي مربوط به به عنوان ورودي مدل  ده اسـ ها در نظر گرفته شـ
 اند.ها نیز در بخش نتایج ارائه شدهاهمیت ویژگی

 سازي پارامترها ها و بهینه تنظیمات مدل  -۴-۳
ــلی در پژوهش ــین و یـادگیري  یکی از الزامـات اصـ هـاي یـادگیري مـاشـ

ــت. ازاینعمیق،   ایج اسـ د نتـ ازتولیـ ت بـ ابلیـ امی قـ رو، در این پژوهش تمـ
دل  ات مـ ا، روش آموزش و محیط اجرا) تنظیمـ ارامترهـ اري، فراپـ ا (معمـ هـ

شــود تا ســایر پژوهشــگران بتوانند نتایج را صــورت دقیق گزارش میبه
ایج  نتـ بر گزارش  ه، علاوه  الـ مقـ این  د. در  ایســــه کننـ د و مقـ ازتولیـ بـ

یم دادهمرحلهتک ادفی بودن تقسـ ها و جلوگیري  اي، براي کاهش اثر تصـ
 .نیز استفاده شده است Fold-10برازش، از اعتبارسنجی متقابل از بیش

 :هاي یادگیري ماشینمدل
ان • ــتیبـ ــین بردار پشـ اشـ دل مـ ه  :مـ ــتـ اده از هسـ ــتفـ ا   RBFاسـ بـ

C=100,gamma=scale. 
 .50تنظیم عمق درخت روي   :درخت تصمیم •
 .دهیهمسایه با وزن 3 انتخاب :مدل نزدیکترین همسایه •

هاي یادگیري ماشــین با پارامترهاي نهایی زیر آموزش داده شــدند مدل 
 .اندسازي نهایی انتخاب شده). پارامترها مطابق کد پیاده4(جدول  

دلتن ـ مـ ات  گروهی/تقـویتـیظیـمـ ادگیـري  یـ اي  :  (Ensemble) هـ
هاي گروهی با پارامترهاي نهایی دقیق، مدل منظور مقایسه منصفانه و به

 .زیر تنظیم شدند
 .55درخت تصمیم و عمق  700استفاده از  :جنگل تصادفی •
• XGBoost  : 0.01درخت تصمیم با نرخ یادگیري  600تنظیم تعداد. 
• AdaBoost  : 0.8درخت ضعیف با نرخ یادگیري  400تنظیم. 

 (DL) هاي یادگیري عمیقمعماري و تنظیمات مدل
ــه مـدل یـادگیري عمیق     RNNو     LSTM  ،GRUدر این پژوهش سـ

پایداري  سـازي و مقایسـه شـدند. براي افزایش عملکرد و کاهش عدمپیاده
ــترك اولیـه مبتنی بر لایـهآموزش، از یـک   ــاختـار مشـ  Dense هـاي سـ

هاي  اســتفاده شــد و ســپس لایه Dropout ســازي وهمراه نرمال به
 .روي این بازنمایی اعمال گردید (RNN/LSTM/GRU) بازگشتی

 
1 Gain Ratio 

 
 .هاگیري مقدار اطلاعات متقابل ویژگی اندازه : )2(شکل 

 
 .هاگیري میزان کاهش عدم قطعیت ویژگی : اندازه )3(شکل 

 
 هاهاي اصلی ویژگی لفه ئگیري تحلیل مو: اندازه)4(شکل 

 هاي یادگیري ماشینمدل  پارامترهاي نهایی: )4(جدول 
 تنظیمات/فراپارامترهاي نهایی  مدل 

SVM 
kernel = RB ،C = 100  gamma = scale  ،
probability = True  ،random_state = 42 

Decision 
Tree 

max_depth = 50  min_samples_split = 5   
random_state = 42 

KNN n_neighbors = 3    ، weights = distance 

 گروهی هاي یادگیري مدل   پارامترهاي نهایی: )5( جدول  
 تنظیمات/فراپارامترهاي نهایی مدل 

Random Forest 

n_estimators = 700   
max_depth = 55  

min_samples_split = 2  
max_features = sqrt 
random_state = 42 

XGBoost 

n_estimators = 600 
learning_rate = 0.01  

max_depth = 25  
random_state = 42 

eval_metric = logloss 

AdaBoost 
n_estimators = 400 
learning_rate = 0.8  
random_state = 42 
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 عمیق هاي یادگیري مدل  پارامترهاي نهایی: )6(جدول 
 معماري  مدل 

LSTM 

Dense(2000, ReLU) → BN 
→ Dropout(0.02) → 

Dense(1000, ReLU) → BN 
→ Dropout(0.02) → 
LSTM(1000, ReLU, 

return_sequences=True) → 
LSTM(500, ReLU) → 

Dropout(0.02) → Dense(1, 
Sigmoid) 

GRU 

Dense(2000, ReLU) → BN 
→ Dropout(0.02) → 

Dense(1000, ReLU) → BN 
→ Dropout(0.02) → 
GRU(1000, ReLU, 

return_sequences=True) → 
GRU(500, ReLU) → 

Dropout(0.02) → Dense(1, 
Sigmoid) 

RNN 

Dense(2000, ReLU) → BN 
→ Dropout(0.02) → 

Dense(1000, ReLU) → BN 
→ Dropout(0.02) → 

SimpleRNN(2000, ReLU, 
return_sequences=True) → 

SimpleRNN(1000, ReLU) → 
Dropout(0.02) → Dense(1, 

Sigmoid) 

 عمیق هاي یادگیري مدل   تنظیمات آموزش: )7(جدول 
 مقدار مولفه 

Optimizer Adam 
Learning Rate 0.000001 (1e-6) 
Loss Function Binary Cross-Entropy 

Metric Accuracy 
Epochs 800 

Batch Size 512 
Verbose 0 

ــبکه ــترك ابتداي ش  ، دو لایه DLبراي هر ســـه مدل :  1بخش مش

Dense کار رفتصورت زیر بهبه: 
• Dense(2000)   سازبا فعال  ReLU 
• Batch Normalization 
• Dropout   0.02با نرخ 
• Dense(1000)   سازبا فعال  ReLU 
• Batch Normalization 
•  Dropout  0.02با نرخ 

 .هاي بازگشتی اعمال شدسپس بسته به نوع مدل، لایه
 هاي براي آموزش مدل : هاي یادگیري عمیقتنظیمات آموزش مدل

DL کار گرفته شدبه  ) 7جدول ( ، تنظیمات. 
منظور کاهش پیچیدگی  به:  سـازي ورودي نهاییکاهش بعد و آماده

 اسـتفادهمؤلفه اصـلی    10با  PCA محاسـباتی و افزایش پایداري مدل، از
ت. همچنین   ده اسـ اس ویژگی منتخب 8شـ  مؤلفه 10با   IG/GR بر اسـ

 
1 Feature Projection Block 
2 Accuracy 
3 AUC-ROC 
4 Precision 

PCA  ــدند؛ بنابراین بردار ورودي نهایی ــامل ادغام ش  8(  ویژگی18ش
 .مؤلفه) در نظر گرفته شد 10ویژگی منتخب + 

 کنترل تصادفی بودن و بازتولیدپذیري
و به صـورت   20به  80ها به آموزش/آزمون با نسـبت  تقسـیم داده •

 .انجام شد  شدهبندي گیري طبقهنمونه
هاي داراي مؤلفه تصادفی براي مدل    random_state = 42مقدار   •

 .(SVM/Tree/Ensemble) تنظیم شد
نجی متقابل علاوه بر ارزیابی معمول، از  • براي    Fold 10-اعتبارسـ

  .پایداري عملکرد استفاده شدگزارش 
ــامــل • شــ را  اجـ ط  یـ حـ و  Python 3.11 و Google Colab مـ

ــه ــان ــخ ــاب ــت ــاي ک ،  Scikit-learn  ،TensorFlow/Keras  ه
XGBoost  و Imbalanced-learn بوده است. 

 ها معیارهاي ارزیابی مدل  -۴-۴
هاي پیشـنهادي، از معیارهاي اسـتاندارد زیر اسـتفاده  براي ارزیابی مدل 

 :]13[ شده است
ت • ار دقـ داد پیش2معیـ تعـ ت  ــبـ ل  بینی: نسـ ه کـ بـ ــحیح  اي صـ هـ

 هابینیپیش
ــاحـت زیر منحنی • ه3مس ــخیص نمونـ دل در تشـ ت مـ ابلیـ اي  : قـ هـ

 فیشینگ
ــبت پیش4بینی مثبتدقت پیش • ــت به بینی: نس هاي مثبت درس

  هاي مثبتبینیکل پیش
بت نمونه5نرخ بازخوانی ایی  : نسـ ناسـ ت شـ ینگ که درسـ هاي فیشـ

 . اندشده
  Recallو  Precision: میانگین هارمونیک F16امتیاز

با استفاده از ماتریس  تحلیل عملکرد  -٥-٤
 ریختگی درهم

 7ریختگیها، از ماتریس درهمتر عملکرد مدل در ادامه براي تحلیل دقیق
ها براي هر گروه از این ماتریس ) 7-5( در شــکل اســتفاده شــده اســت. 

یادگیري    و  یادگیري ماشین  ،یادگیري عمیق هاي ها شامل الگوریتممدل 
دهد  طور خاص نشان میریختگی بهماتریس درهم اند.رسم شده  گروهی

ــت وب  کـه مـدل  ــایـتتـا چـه انـدازه قـادر بوده اسـ ــینـگ و سـ هـاي فیشـ
ینگ را به  خیص دهد. مقادیر  غیرفیشـ تی تشـ   FNو   TP ،TN  ،FPدرسـ

اند و امکان محاســبه دقیق معیارهاي  صــورت عددي قابل مشــاهدهبه
ــازد.را فراهم می  F1و  Precision، Recallمکمل مانند دقت   نتایج  س

ان می ته اسـت تعداد خطاهاي نوع دوم   RNNدهند که مدل  نشـ  توانسـ
False Negative   ادي در ت زیـ ه از اهمیـ د کـ ل برســــانـ داقـ ه حـ را بـ

 کاربردهاي امنیتی برخوردار است.

5 Recall 
6 F1-Score 
7 Confusion Matrix 
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 پروین نیاو  چگینی... /  ي ر یادگی ي ها با استفاده از مدل  نگی شی ف ي هاتیساوب صی بهبود تشخ

 ۳۷ 

 
 : ماتریس در هم ریختگی مدلهاي یادگیري عمیق )5(شکل 

  
 : ماتریس در هم ریختگی مدلهاي یادگیري ماشین )6(شکل 

 
 : ماتریس در هم ریختگی مدلهاي یادگیري گروهی )7(شکل 

 
 مساحت زیر نمودار مدلهاي یادگیري ماشین:  )8(شکل 

 
 یادگیري عمیق مساحت زیر نمودار مدلهاي : )9(شکل 

 

 
1 ROC Curve 
2 True Positive Rate 

 
 مساحت زیر نمودار مدلهاي یادگیري گروهی : )10(شکل 

تحلیل عملکرد با منحنی مشخصه عملکرد   -٦-٤
 1گیرنده 

ــه عملکرد تر عملکرد مدل منظور ارزیابی دقیقبه ــخص ها، از منحنی مش
یم نرخ مثبت واقعی  ت. این نمودار با ترسـ ده اسـ تفاده شـ   2گیرنده نیز اسـ

اذب ت کـ دل   3در برابر نرخ مثبـ ــري از  براي مـ ایی بصـ اي مختلف، نمـ هـ
 دهد.هاي فیشینگ ارائه میسایتقدرت تفکیک مدل در تشخیص وب

ــاحت زیر نمودار ــد، مدل عملکرد بهتري نزدیک 1به    4هرچه مس تر باش
ان می نهادي بهدهد که مدل دارد. نتایج نشـ و   RNNویژه مدل  هاي پیشـ

XGBoost    دار ک   AUCداراي مقـ الایی در تفکیـ ایی بـ الا بوده و توانـ بـ
ــینـگ دارنـد. نمودارهـاي  کلاس ــینـگ و غیرفیشـ براي   ROCهـاي فیشـ
دل  ادگیري عمیق در مـ ادگیري گروهی و یـ ــین، یـ اشـ ادگیري مـ اي یـ هـ
 اند.نمایش داده شده ) 10-8( هاي  شکل

 ها تحلیل نتایج مدل -۷-٤

یادگیري  هايعملکرد مدلو تحلیل  مقایسه  -۷-۱-٤
 گروهی، یادگیري ماشین و یادگیري عمیق 

دسـت یافته   ٪99به دقت   RNNشـود که روش دیده می  ) 8( از جدول 
ان ت که نشـ ی روش اسـ ت.دهنده اثربخشـ نهادي اسـ  و  XGBoostپیشـ

Random Forest    اده از ــتفـ ل اسـ ه دلیـ ه بـ د کـ عملکرد مطلوبی دارنـ
عملکرد قابل قبولی   SVM. هاي مبتنی بر درخت تصـمیم اسـتالگوریتم

ا براي داده ــتر اســـتدارد امـ ات بیشـ د تنظیمـ ازمنـ امتوازن نیـ اي نـ . هـ
Decision Tree  و AdaBoost تري نسـبت به سـایر عملکرد ضـعیف

با اسـتفاده از پیشـنهادي    هاي نتایج الگوریتم  ) 9( در جدول   .ها دارندمدل 
ــورت    fold Cross-Validation-10روش   ه صـ انحراف   نیانگیـمبـ و 

به شـ ها  مدل   یابیارز  ي ارهایمع ، براي اریمع روش به  نیاده اسـت. محاسـ
ــ  لیـدل ــ  10  ي مـدل رو  ي داریـپـا  یبررسـ مختلف داده، از اعتبـار    میتقسـ
 باره برخوردار است.تک جینسبت به نتا  ي شتریب

3 False Positive   Rate 
4 AUC 
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 : مقایسه عملکرد مدلهاي مختلف )8(جدول 

-Accuracy AUC مدل 
ROC 

F1-
Score Precision Recall 

RNN 99.01% 99.89% 99.01% 98.95% 99.07% 

XGBoost 96.83% 99.59% 96.82% 96.90% 96.75% 

SVM 96.67% 99.44% 96.68% 96.29% 97.07% 

LSTM 96.58% 99.56% 96.59% 96.51% 96.66% 
Random 
Forest 96.50% 99.53% 96.52% 96.21% 96.83% 

GRU 96.46% 99.50% 96.46% 96.50% 96.42% 

KNN 96.10% 98.64% 96.11% 95.88% 96.34% 
Decision 

Tree 94.96% 95.84% 94.91% 95.85% 93.98% 

AdaBoost 93.54% 98.71% 93.58% 92.94% 94.23% 

 : مقایسه عملکرد مدلهاي مختلف )9(جدول 

-Accuracy AUC مدل 
ROC F1-Score Precision Recall 

RNN 98.74% ± 
0.32% 

99.78% 
± 0.11% 

98.75% 
± 0.34% 

98.68% ± 
0.37% 

98.82% 
± 0.31% 

LSTM 96.21% ± 
0.45% 

99.42% ± 
0.18% 

96.23% ± 
0.47% 

96.15% ± 
0.50% 

96.31% ± 
0.43% 

GRU 96.09% ± 
0.48% 

99.36% ± 
0.20% 

96.10% ± 
0.50% 

96.14% ± 
0.52% 

96.05% ± 
0.46% 

 

 
 هاي مختلف  ی ژگی وبررسی تاثیر  ي برا SHAP  ری مقاد: )11(شکل 

مدل   ي داریمختلف، پا  میتقسـ 10 ي رو  ي ریگنیانگیبا م  fold-10روش 
 .دهدیارائه م ي ترکارانهمحافظه جینتاو  کندیم یابیارز ترقیرا دق

با استفاده از روش پیشنهادي  مدل  يریرپذیتفس -۷-۲-٤
SHAP 

ــنهـادي  در عملکرد مـدل   ي ورود  ي هـایژگیو  تیـاهم  یابیـارز  ي برا ،  پیشـ
 ) 11( که در شــکل اندمحاســبه شــده یژگیهر و  ي برا  SHAP ریمقاد

ــت. ــده اس ــان م ریمقاد نیا لیتحل نمایش داده ش  یکه برخ دهدینش
تفاده از  هایژگیو تفاده  2URL، طول 1دامنه امن ي جابه  IPمانند اسـ ، اسـ

 
1 having_IP_Address 
2 URL_Length 
3 Shortining_Service 
4 Submitting_to_email 

ــرو ــتفاده از فرم  3کنندهکوتاه ي هاسیاز س ــال به ا  ي هاو اس  4لیمیارس
ــتریب ــیف  ینیبشیمثبت را در پ ریتأث  نیشـ ــابودن وب  نگیشـ   ها تیسـ

ــتـه ،  5معتبر  SSL  نامهیمانند وجود گواه ییهایژگیاند. در مقابل، وداشـ
به ســمت  شــتریب  7تیســاوب کیتراف زانیو م 6طول عمر ثبت دامنه

 اند.داشته شیگرا تیبودن سا یقانون  ینیبشیپ

ماشین و یادگیري هاي یادگیري مقایسه مدل  -۸-٤
 عمیق

سرعت پردازش بالاتر و پیچیدگی   :هاي یادگیري ماشینمزایاي مدل
 هاي درختی) ویژه در مدل قابلیت تفسیرپذیري بیشتر (به،  کمتر

الاتر در شــناســایی الگوهاي  دقت ب :هاي یادگیري عمیقمزایاي مدل
 هاي مفیدویژگیهاي ترتیبی و استخراج توانایی پردازش داده،  پیچیده

 گیري و پیشنهادات براي کارهاي آتی نتیجه -٥
ــخیص وب ــایتدر این پژوهش یک چارچوب ترکیبی براي تشـ هاي  سـ

ه زنجیره ــد کـ ه شـ گ ارائـ ــینـ ــجم از پیشفیشـ پردازش داده،  اي منسـ
ادل  از ســــازي کلاسمتعـ را پیش  د  بعُـ اهش  انتخـاب ویژگی و کـ ا،  هـ

شـده،  بهینه RNN گیرد. نتایج نشـان داد که مدل کار میسـازي بهمدل 
دهد و در شـــده ارائه میهاي بررســـیبالاترین عملکرد را در میان مدل 

بــه ی  تـ یـ نـ امـ طــاهــاي  خـ کــاهـش  ر  ظـ نـ از  دقــت،  یــار  عـ مـ نــار  ژهکـ  ویـ
FalseNegative    امنیــت  ویژهاهمیــت کــاربردهــاي  در  زیرا  دارد؛  اي 
ایبري، خطاي  ینگ بهبه معناي «عبور یک وب FN سـ ایت فیشـ عنوان سـ

ت تواند ســرقت اطلاعات و خســارقانونی» اســت که پیامد عملی آن می
  .مستقیم باشد

 :از منظر تحلیلی، چند عامل در بهبود عملکرد مدل نقش کلیدي داشت
ازي دادهمتعادل ها دچار ســوگیري به ســمت موجب شــد مدل   هاسـ

در تشـخیص فیشـینگ تقویت گردد.  8کلاس اکثریت نشـوند و حسـاسـیت
ــان میگزارش توزیع کلاس قبل/بعد از بالانس ــازي نشـ دهد که این سـ

  .هاي پایداري مدل استمرحله یکی از پایه
اثر هـاي کمبـاعـث حـذف ویژگی انتخـاب ویژگی بـا معیـارهـاي اطلاعـاتی

دهـاي تعیینو تمرکز مـدل روي ویژگی اننـد (کننـ  SSLfinal_State مـ
شـد و در نتیجه هم دقت و هم تفسـیرپذیري   URL_of_Anchor)  و

 .بهبود یافت
ســازي اطلاعات در بســتگی و فشــردهبا حذف هم PCA کاهش بعُد با

ــباتی را کاهش داد و زمینه را براي مؤلفه ــلی، پیچیدگی محاس هاي اص
  .هاي عمیق فراهم کردیادگیري پایدارتر در مدل 

ایـت، بـه ــیرپـذیري، «چرایی بـه SHAP کـارگیري در نهـ عنوان لایـه تفسـ
ان داد کدام ویژگی کار کرد و نشـ میم مدل» را آشـ هم  تصـ ترین سـ ها بیشـ

5 SSLfinal_State 
6 Domain_registeration_length 
7 web_traffic 
8 Recall 
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ــوع براي را در پیش د؛ این موضـ انونی بودن دارنـ ا قـ گ یـ ــینـ بینی فیشـ
 .استفاده عملی در امنیت سایبري ضروري است

 :ترین نتایج این پژوهش به شرح زیر استمهم
دهنده  دســت یابد که نشــان  ٪99توانســت به دقت  RNN مدل  •

 .هاي فیشینگ استاثربخشی روش پیشنهادي در تشخیص سایت
دل  • ه  مـ ت بـ ــبـ ادگیري عمیق عملکرد بهتري نسـ اي مبتنی بر یـ هـ

 د.ماشین و یادگیري گروهی نشان دادنهاي یادگیري  مدل 
تأثیر  ADASYN و SMOTE هاســازي دادههاي متعادل روش •

 .ها داشتندچشمگیري بر افزایش دقت مدل 
ها  باعث بهبود عملکرد مدل  1انتخاب ویژگیهاي  اســتفاده از روش •

 .هاي غیرضروري حذف شدندشد و ویژگی

 2ها ها و محدودیت چالش  -۱-٥
 و RNN هـاي مـدل :  هـاي یـادگیري عمیقبر در مـدلپردازش زمـان

LSTM   ــتگی زمانی نیاز به ــاختار پیچیده و وابس ــتن س به دلیل داش
 .تر دارندمنابع پردازشی قوي و زمان آموزش طولانی

الا در مـدل ــیرپـذیري بـ ادگیري عمیقعـدم تفس دل   :هـاي یـ اي  مـ هـ
ین یرپذیري   XGBoost و Random Forest مانند یادگیري ماشـ تفسـ

رفتار  LSTM و RNN مانند یادگیري عمیق هاي بالایی دارند، اما مدل 
 .ها دشوارتر استاي دارند و تحلیل خروجی آنپیچیده

ه داده از بـ ان نیـ ــترامکـ اي بیش دل :  هـ ه مـ الایی اگرچـ ت بـ ا دقـ اي مـ هـ
تر عملکرد متفاوتی تر و واقعیهاي حجیمداشتند، اما ممکن است با داده

 .داشته باشند

  3پیشنهادات براي کارهاي آتی   -۲-٥
 :پیشنهادات براي بهبود روش پیشنهادي و تحقیقات آینده

ــین و یادگیري عمیق  ــتفاده از ترکیب  :4ترکیب یادگیري ماش اسـ
ین و یادگیري عمیق مانند ترکیب هاي مدل   XGBoost یادگیري ماشـ

  گیري از مزایاي هر دو روش.براي بهره RNN با
براي بهبود   RNNدر کنار 5هاي عصـبی کانولوشـنیاسـتفاده از شـبکه

 .هاURL هاي مهم درعملکرد مدل در تشخیص ویژگی
الگوریتمبهره  : 6استفاده از یادگیري تقویتی از  ادگیري  گیري  یـ اي  هـ

 .تر با حملات فیشینگتقویتی براي شناسایی و مقابله هوشمندانه
ها براي کاهش سازي مدل بهینه :ترتر و بهینههاي سبکتوسعه مدل

  هايزمان پردازش و مصـــرف منابع محاســـباتی، مخصـــوصـــاً در مدل 
هاي  هاي کاهش ابعاد و انتخاب ویژگیاســتفاده از روش یادگیري عمیق

 .هاتر کردن مدل تر براي سبکمهم

 
1 Feature Selection 
2 Challenges and Limitations 
3 Future Work 
4 Hybrid Models 
5 CNN 

ها با اسـتفاده  گسـترش مجموعه داده :ترهاي گسـتردهاسـتفاده از داده
  هاي فیشینگ.سایتروز از وبهاي واقعی و بهاز داده

 .معتبر از وبهاي  آوري دادهبراي جمع 7اسکریپینگاستفاده از وب
ا مـدلهـاي امنیـت  ترکیـب روش ــایبري بـ ادگیريس ام   :هـاي یـ ادغـ

هاي پردازش زبان هاي مبتنی بر تحلیل ترافیک شــبکه و الگوریتمروش
 .هاي متنیها و پیامبراي تشخیص فیشینگ در ایمیل 8طبیعی
ازي مدلپیاده تمسـ یسـ توســعه و  :هاي واقعی و عملیاتیها در سـ
ینگ مبتنی برپیاده خیص فیشـ تم تشـ یسـ ازي یک سـ که بتواند   API سـ

  .هاي فیشینگ را شناسایی کندسایت 9صورت بلادرنگبه
هاي  براي تشــخیص و هشــدار درباره ســایت  10ایجاد یک افزونه مرورگر

 .فیشینگ
ب ا CNN ترکیـ ــتخراج بهتر  : RNN  (CNN–BiRNN)  بـ براي اسـ

 ها باسازي وابستگیو سپس مدل  URL/HTML الگوهاي ساختاري از
RNNرا افزایش دهد و هم خطاي تواند هم دقت  ، که می FN  را کاهش

 .دهد
اده از داده ــتفـ هاس اي واقعی و بـ اتیهـ ابی عملیـ آزمون   :روز و ارزیـ

داده روي  جــدیــدمــدل  نــد(  هــاي  داده PhishTank مــانـ ــا  هــاي  ی
 .در سناریوهاي واقعیو بررسی  ) اسکریپینگشده با وبآوري جمع

 API طراحی یک :کاربرديسـازي بلادرنگ و توسـعه ابزار  پیاده

عملیاتی یا افزونه مرورگر که بتواند در زمان واقعی هشـدار دهد و علاوه 
 .را نیز ارائه کند SHAP بر خروجی مدل، توضیح

 :چین یـا ثبـت تغییرات)هـاي امنیـت داده (مـاننـد بلاكافزودن لایـه
ویژه براي افزایش اعتماد در تبادل داده و ثبت رخدادهاي حمله/دفاع، به

 .هاي سازمانیدر محیط
مانه ی   : (Adversarial)تحلیل پایداري در برابر حملات خصـ بررسـ

هـا مـدل را فریـب  توانـد بـا تغییرات کوچـک در ویژگیاینکـه آیـا مهـاجم می
 .سازي دهد یا خیر، و طراحی راهکارهاي مقاوم

 بندي نهایی جمع   -۳-٥
ماشین و یادگیري  هاي یادگیري گروهی، یادگیري  در این پژوهش، مدل 

هاي فیشـینگ بررسـی شـدند و با اسـتفاده از عمیق براي شـناسـایی سـایت
بهینه  ها  مدل ها و انتخاب ویژگی، عملکرد ســازي دادههاي متعادل روش

) بهترین عملکرد RNN  )99٪ پیشـنهادي  نتایج نشـان داد که مدل   .شـد
دل  ه مـ الی کـ اي را دارد، در حـ نیز  Random Forest و XGBoost هـ

هاي ترکیبی،  پیشـنهاد شـد که در آینده از روش .دقت بالایی ارائه کردند
هاي عملیاتی  یادگیري تقویتی، پردازش ترافیک شـبکه و توسـعه سـیسـتم

تواند به بهبود نتایج این پژوهش می .براي بهبود بیشــتر اســتفاده شــود
ــترده   ــطح گس ــینگ در س ــایبري و جلوگیري از حملات فیش امنیت س

 .کمک کند

6 Reinforcement Learning 
7 Web Scraping 
8 NLP 
9 Real-time 
10 Browser Extension 
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