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Abstract 

This paper proposes a novel method for restoring images corrupted by impulse noise. This new method is based on fuzzy 

cellular automata and an adaptive neural fuzzy inference system (Anfis). The proposed method consists of two phases: 

identifying and removing salt and pepper noise. In the first phase of the method proposed, salt and pepper noise pixels are 

identified in two steps. In the first step of the first phase, salt and pepper noises are detected by the average and minimum 

values of the pixels in the neighborhood of the center pixel. In order to improve the accurate rate of noise detection, pixels that 

are not detected as noise are re-evaluated by a new algorithm in the second step of the first phase. This new algorithm uses the 

measure of cosine similarity of Moore's neighborhood values around the central cell, which is based on four types of pixel 

placement patterns. The state of the pixels is re-evaluated by the fuzzy cellular automata. In the second phase of the proposed 

method, noisy pixels are restored using Anfis based on Moore neighborhood pixels around the central cell. The method 

proposed in this paper is evaluated using PSNR and SSIM. Also, the quantitative and qualitative results show that the new 

method proposed in this paper is robust in different noise levels from 10% to 90%, and image details such as edges are 

preserved better compared to other filters. 
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1. Introduction 

The main goal of image processing science is 

to obtain the information required for use in specific 

applications in various engineering and medical 

sciences. The effective removal of noise from digital 

images is of particular importance because the 

implementation of image processing tasks such as 

compression, edge detection, and image 

segmentation strongly depend on the results of the 

noise removal operation [1-2, 33-35]. 

Since pictures are usually taken with non-ideal 

devices, it is possible that due to improper 

functioning of some parts of the camera, such as the 

lens, and even shaking of the photographer's hand, 

these pictures may be damaged during the taking. In 

the stages of transfer and storage of images, the 

quality of images may decrease due to factors such 

as noise channels and environmental factors [2]. 

Considering that this low quality of the images 

lowers the performance of the processing process 

and may lead to incorrect decisions. Image 

enhancement, and image restoration are the most 

critical topics in image processing that remove 

noises and improve image quality. Image 

enhancement includes methods that try to restore the 

image without knowing the image damage model, 

but image restoration includes objective methods 

that try to improve the image by knowing the image 

damage model. There are different types of noise in 

digital images, and the two most common types are 

Impulse noise and Gaussian noise. Images are often 

corrupted by noise for various reasons, such as faults 

in camera sensors during recording, transmission 

exceptions and errors during communication, and 

other errors in processing. Impulse noise, even at 

low percentages, can significantly change image 

resolution. Impulse noise includes salt and pepper 

noise (SP) and random value noise (RVN), which 

severely damages the structures and contents of the 
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image and severely reduces its quality [2-3]. An 

image containing impulse noise can be described as 

follows: 

𝑆𝑖,𝑗 = {
𝑛𝑖,𝑗       𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦         𝑝

𝑓𝑖,𝑗   𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦     1 − 𝑝
         (1) 

Where 𝑆𝑖,𝑗 denotes a noisy image pixel and 𝑓𝑖,𝑗 

denotes a noise free image pixel at the location (i,j). 

Also, 𝑛𝑖,𝑗 ∈ [𝐿𝑚𝑖𝑛 , 𝐿𝑚𝑎𝑥] is a noisy impulse at the 

location (i,j). Where 𝐿𝑚𝑖𝑛 and 𝐿𝑚𝑎𝑥  denote the 

lowest and the highest pixel luminance values within 

the dynamic range, respectively. The simplest and 

most frequently used impulse noise model is the 

salt-and-pepper noise, where noisy pixels take either 

minimal or maximal value, i.e., 𝑛𝑖,𝑗 ∈ {𝐿𝑚𝑖𝑛 , 𝐿𝑚𝑎𝑥}. 

If F(x,y) is a noise-free 8-bit image and this image is 

corrupted by salt-and-pepper noise, the noise pixels 

can have only two maximum and minimum values 

in the dynamic range and can be seen as white or 

black dots in the image.  

2. Related works 

In this section, we review some studies related 

to our work that focus on the noise detectors and 

filters design for impulse noise (IN) removal.  The 

standard median filter is a classical non-linear 

filtering technique to remove impulse noise by the 

median pixel from the sorted pixels of a given 

working window [4]. This filter replaces the central 

pixel value with the median value of its neighboring 

pixels. Also, a variety of advanced median filter 

methods and filters have been presented, such as 

central weighted median filter [5], vector switching 

median filter [6], adaptive window length recursive 

median filter [7], and adaptive switching median 

filter [8]. These methods are simple, and when the 

impulse noise density in the image is low, they 

perform well to remove the noise. However, when 

the noise density in the image is high, they do not 

perform well, and the restored image becomes 

blurry. 

Filters and methods such as Center-Weighted 

Median Filter (CWMF) [9], Adaptive Median Filter 

(AMF) [10], and Adaptive Center Weighted Median 

(ACWM) filter [11] and recursive weighted median 

filter [12], are nonlinear and are also variations of 

the median filter. 

In [13–15, 39-41] techniques are based on an 

Adaptive Neuro-Fuzzy Inference System (ANFIS) 

for impulse noise removal from corrupted images. 

Also, other different techniques such as noise 

adaptive fuzzy switched median (NAFSM) [16] 

have been widely applied to color image denoising 

[17–18]. These methods are good at detecting noises 

when the noise density is high but have some 

disadvantages. When in digital images the density is 

high, these methods include computational 

complexity and important image details might not be 

recovered and even some image edges might be 

deleted.  

Also, many methods have been suggested for 

salt and pepper denoising [14,42-48]. Given that 

corrupted pixels by SAP noise are the maximum or 

minimum values of noisy images, median-based 

filter approaches have received considerable 

attention as the starting point of the efforts to remove 

SAP noise. The different applied median filter 

(DAMF) uses two consecutive median filters [42]. 

In contrast to DAMF, the adaptive Cesáro mean 

filter (ACmF) [47] employs the Cesáro mean instead 

of the median in a recursive algorithm, improving 

performance but increasing the execution time. In 

[48], a four-stage median-average (FoMA) 

algorithm is introduced, employing four-step 

median and mean filters. 

This paper presents a new method based on 

cellular automata and Anfis network, consisting of 

three new algorithms. This method consists of two 

phases. In the first phase, two new algorithms 

identify damaged pixels in the digital image in two 

steps. In other words, in the first stage of the first 

phase, the maximum, minimum, and average values 

of the pixels in the neighborhood of the central pixel 

are calculated by the first algorithm. Then, the salt 

and pepper noise pixels are identified. In order to 

improve the accuracy in identifying the damaged 

pixels in this phase, the pixels that are not detected 

as noise are evaluated again by another new 

algorithm (the second algorithm). This new 

algorithm uses the cosine similarity measure of the 

central cell's Moore's neighborhood values by four 

types of pixel placement patterns in Moore's 

neighborhood, and the noise or non-noise of the 

pixels is checked again by cell automata. In the 

second phase of the proposed method, the impulse 

noise pixels are restored using Anfis based on the 

neighboring pixels of the centeral cell.  

3. Cellular automata   

Cellular automata or CA are discrete 

dynamical systems whose behavior is based on local 

relations and can be used to simulate different 

systems. The cellular automata can be used to model 

many diverse phenomena so that in computational 

science application areas such as image processing, 

can be used as an effective tool [19-21]. The rules in 

cellular automata are local and uniform so that each 

cell obtains its new state by considering its 

neighbors. Also, time is discrete in cellular 

computers, and calculations are done in parallel [1-

2,19]. Localization means that in determining the 

new value of each cell, the adjacent cells are 

affected, and the more distant cells do not influence 

the new value of each cell. Cells at each time step (t 
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=0, 1, 2, …, n) follow a local transition function and 

according to their current state and their neighbors, 

move to a new structure. In other words, the next 

position of a cell is locally determined by the current 

position of that cell and the current position of its 

neighboring cells. In cellular automata, cells can 

take many different positions. So cellular automata 

can be presented in one-dimensional, two-

dimensional, or multidimensional models (M-D 

CA) so that one-dimensional cellular automata are 

the simplest model of cellular automata. Cellular 

automata can be defined by four tuples {L, Q, r, F}, 

where “L” is the regular grid of cells, “Q” a finite set 

of states, “r” and “F” are neighborhood radius and 

transition function. Different Types of 

neighborhood structures are used for cellular 

automata, Von Neumann, and Moore neighborhood 

structures are most commonly used (see Fig. 1). The 

Von Neumann and Moore neighborhood of radius r 

=1 is as shown in Eq. (1) [19-21].  
 𝑥(𝑖,𝑗) = {(𝑖′, 𝑗′)𝜖𝐿 |  |𝑖′ − 𝑖| + |𝑗′ − 𝑗| ≤ 1}   

 𝑥(𝑖,𝑗) = {(𝑖′, 𝑗′)𝜖𝐿 |  |𝑖′ − 𝑖| ˄ |𝑗′ − 𝑗| ≤ 1}                             
(2) 

Where, L is a regular lattice (the elements of L 

being called cells), N is a finite set of neighborhood 

indices such that ∀r∈L. In Von Neumann’s 

neighborhood Cellular Automata, shown in Figure 

(1) each cell changes its position according to the 

positions of the upper, lower, left, and right neighbor 

cells as well as the cell itself. But in Moore’s 

neighborhood, four diagonal cells have been added 

to the neighborhood. In Fig. 2, the central cell 

𝑥𝑖,𝑗and its eight surrounding neighbors are shown in 

the neighboring structure of two-dimensional 

cellular automata. In two-dimensional cellular 

automata, the cell status at time t+1 is updated based 

on the transfer function F and the cell status at time 

t. The following relation shows the cell status at time 

t+1 in two-dimensional cellular automata:  

𝑥(𝑖,𝑗)
(𝑡+1)

= 𝐹(𝑥(𝑖+1,𝑗)
(𝑡)

, 𝑥(𝑖+1,𝑗−1)
(𝑡)

, 𝑥(𝑖,𝑗−1)
(𝑡)

, 𝑥(𝑖−1,𝑗−1)
(𝑡)

, 

𝑥(𝑖−1,𝑗)
(𝑡)

, 𝑥(𝑖−1,𝑗+1)
(𝑡)

, 𝑥(𝑖,𝑗+1)
(𝑡)

, 𝑥(𝑖+1,𝑗+1)
(𝑡)

) 
(3) 

 
Fig. 1. Van Neumann neighborhood model and Moore 

neighborhood model 

xi−1,j−1 xi−1,j xi−1,j+1 

xi,j−1 xi,j xi,j+1 

xi+1,j−1 xi+1,j xi+1,j+1 

Fig. 2. The position of the central pixel in the 3×3 window 

 

Fuzzy logic is one of the powerful tools in 

artificial intelligence so that it can be used 

effectively in processing uncertain and implicit data. 

Another powerful tool called fuzzy cellular 

automata (FCA) has been introduced in [23]. In this 

structure, fuzzy values are used instead of definite 

values for cell states and traction functions. Cell 

states are in the form of linguistic variables. In [22, 

24], Cellular Automata has been used with the help 

of fuzzy logic to remove the noise of the image, so 

in the proposed method a new fuzzy logic-based 

local transmission function is proposed which 

removes the impulse noise of the image. Also, for 

example, in [25] a new filter is introduced that 

detects impulse noise in the image using statistical 

information and removes it based on cellular 

automata and fuzzy logic. In this study, it is shown 

that cellular automata and fuzzy cellular automata 

are effective and powerful tools in image noise 

removal.  

4. The adaptive neural-fuzzy inference system 

(ANFIS) 

Adaptive neural-fuzzy inference system called 

ANFIS is implemented based on adaptive networks 

[26-28,41]. The ANFIS [29,30,41] is a multilayer 

feed-forward network, which uses neural network 

learning algorithms and fuzzy reasoning to map an 

input space to a target output. In fact, Anfis is a basis 

for creating a set of if-then-else rules that are defined 

with appropriate membership functions for 

generating input-output pairs. Anfis is a multilayer 

feed-forward network in the form of a five-layer 

network, the Anfis structure is shown in Figure (3). 

This figure shows that this network has two 

inputs (x,y) and one output g. Here, (g) and (x, y) 

denote the intensity gray values of the pixels and the 

spatial positions, respectively. Each input of the 

ANFIS structure has two different triangular 

membership functions and the rule base contains a 

total of 4 rules, which are detailed as follows: 
₋ Rule 1: if x is 𝐴1 and y is 𝐵1 then 𝑓11 = 𝑝11𝑥 +

𝑞11𝑦 + 1 

₋ Rule 2: if x is 𝐴1 and y is 𝐵2 then 𝑓12 = 𝑝12𝑥 +
𝑞12𝑦 + 1 

₋ Rule 3: if x is 𝐴2 and y is 𝐵1 then 𝑓21 = 𝑝21𝑥 +
𝑞21𝑦 + 1 

₋ Rule 4: if x is 𝐴2 and y is 𝐵2 then 𝑓22 = 𝑝22𝑥 +
𝑞22𝑦 + 1 

Where p, q and r denote the consequent 

parameters [27]. Also, a combination of least-

squares and back-propagation gradient descent 

method has been used at the training phase of the 

fuzzy structure. 
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Fig. 3. Anfis fuzzy neural network structure 

Let the membership functions of fuzzy sets 𝐴𝑖 

and 𝐵𝑗  , be 𝜇𝐴𝑖
 and 𝜇𝐵𝑖

respectively, where i = 1,2, 

and j = 1,2. Then, the five layers of the ANFIS 

structure are defined as follows. 

𝜇𝐴𝑖
(𝑥) = max (𝑚𝑖𝑛 (

𝑥 − 𝑎𝑖

𝑏𝑖 − 𝑎𝑖
,
𝑐𝑖 − 𝑥

𝑐𝑖 − 𝑏𝑖
) , 0)  (4) 

𝜇𝐵𝑗
(𝑦) = max (𝑚𝑖𝑛 (

𝑦 − 𝑎𝑗

𝑏𝑗 − 𝑎𝑗
,
𝑐𝑗 − 𝑦

𝑐𝑗 − 𝑏𝑗
) , 0)    (5) 

Where 𝜇𝐴𝑖
(𝑥) and 𝜇𝐵𝑗

(𝑦) were chosen as 

triangular membership functions with the 

parameters of a, b and c [27]. 
ωij = μAi

(x)μBj
(y)               (6) 

Where 𝜔𝑖𝑗denotes the logical operation and 

which has been used as product for all the rules [27]. 

ω̅ij =
ωij

ω11+ω12+ω21+ω22
                     (7) 

Where �̅�𝑖𝑗  is the normalized value of  𝜔𝑖𝑗 . 

Every node in this layer is a square node with 

a linear function [27] 𝜂𝑖𝑗  as 

 ηij = ω̅ijfij = ω̅ij(pijx + qijy + rij) (8) 

The single node in this layer is labeled with Ʃ, 

which computes the overall output, g, as the 

summation of all incoming signals, i.e. 

𝑔 = ∑ ∑ 𝜂𝑖𝑗
2
𝑗=1    2

𝑖=1           (9) 

5. Proposed method 

The proposed method includes two phases. In 

the first phase, in two steps, corrupted pixels are 

identified by new algorithms. In the second phase of 

the proposed method, the pixels detected as impulse 

noise are restored using Anfis based on the 

neighbouring pixels of the central cell. The phases 

presented in the proposed method are as follows: 

A) First phase 

In this step, the impulse noise pixels in the 

digital image are identified by two steps. In the first 

step of the first phase, a window with dimensions of 

3×3 is scanned on the image. Then, impulse noises 

are identified by the following algorithm: 

Algorithm 1:  

₋ The average of 8 pixels around the central 

pixel is calculated as follows in Figure 2, and 

then we go to step 2 (the N value shows the 

number of neighbouring pixels around the 

central pixel): 

𝑥𝑎𝑣𝑒𝑟𝑎𝑔𝑒

=
1

𝑁
∑

(𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗−1,

𝑥𝑖,𝑗+1, 𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗 , 𝑥𝑖+1,𝑗+1)
 

(10) 

₋ The minimum of 8 pixels around the central 

pixel is calculated as shown in Figure 2 as 

follows, and then we go to step 3: 
𝑥𝑚𝑖𝑛

= min (𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗−1, 𝑥𝑖,𝑗+1, 

𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗 , 𝑥𝑖+1,𝑗+1) 

(11) 

₋ If (xmin=xaverage and xi,j=0) or (xmin=xaverage 

and xi,j=255) then the central pixel xi,j is the 

corrupted pixel else go to step 4.  

₋ If (𝑥𝑚𝑖𝑛≤𝑥𝑖,𝑗<𝑥𝑎𝑣𝑒𝑟𝑎𝑔𝑒) then the central pixel 

𝑥𝑖,𝑗is the corrupted pixel else 𝑥𝑖,𝑗 is considered 

as the uncorrupted pixel.  

At first step, detected pixels may be 

uncorrupted pixels. So, in order to improve accurate 

rate of noise detection, the first detection pixels are 

judged again by algorithm 2:   

Algorithm 2: 

₋ If 𝑥𝑚𝑖𝑛=0 or 𝑥𝑎𝑣𝑒𝑟𝑎𝑔𝑒=0 or 𝑥𝑚𝑖𝑛=255 or 

𝑥𝑎𝑣𝑒𝑟𝑎𝑔𝑒=255 then go to step 3, else go to step2.  

₋ We calculate the Euclidean distance of the 

central pixel (as shown in Figure 2) from 8 

pixels around the central pixel as in the 

following equation, and then go to step 3: 

   𝑑𝑖 = |𝑥𝑖,𝑗 − 𝑥𝑖+𝑣,𝑗+𝑢| , (𝑣, 𝑢) ∈ {−1,0,1}                           (12) 

₋ We calculate the average and standard division 

like the following relations and then we go to 

step 4 (the value of N is equal to 8): 

𝑥𝑎𝑣𝑔 =
1

𝑁
∑

(𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗−1,

𝑥𝑖,𝑗+1, 𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗 , 𝑥𝑖+1,𝑗+1)
  (13) 

ST = √
1

N − 1
∑(di − xavg (14) 

₋ Corrupted pixels are identified using cellular 

automata by the following relationship: 

xi,j

= {
xi,j is a corrupted pixel , F(i, j) =

xavg

ST
≥ α

xi,j is a uncorrupted pixel , F(i, j) =
xavg

ST
< α

 
(15) 

₋ The value of α is determined by the following 

equation (the value of N is equal to 8): 

𝛼 = (1 −
1

 N 
) ST         (16) 
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B) Second phase 

In the section, after identifying and detecting 

the noisy pixels by the first phase of the proposed 

method, the second phase aims to restore the 

corrupted pixels by an adaptive neural fuzzy 

inference system (ANFIS). The restoration of the 

corrupted pixels is detailed as follows (Algorithm 

3): 

 

 
Fig. 4. Four different positions of the five neighboring pixels 

of the central pixel based on the models (a), (b), (c) and (d). 

Algorithm 3: 

₋ The following parameters are first set and 

quantified (see figure 4): 

𝑑1
⃗⃗⃗⃗ = (𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗−1, 𝑥𝑖,𝑗+1) (17) 

𝑑2
⃗⃗⃗⃗ = (𝑥𝑖,𝑗−1, 𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗 , 𝑥𝑖+1,𝑗+1, 𝑥𝑖,𝑗+1) 

 
(18) 

𝑑3
⃗⃗⃗⃗ = (𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗+1, 𝑥𝑖+1,𝑗+1, 𝑥𝑖+1,𝑗) (19) 

𝑑4
⃗⃗⃗⃗ = (𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖,𝑗−1, 𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗) (20) 

𝑐𝑜𝑠 1 𝛼 =
𝑑1
⃗⃗⃗⃗ . 𝑑2

⃗⃗⃗⃗ 

|𝑑1
⃗⃗⃗⃗ ||𝑑2

⃗⃗⃗⃗ |
 (21) 

₋ If  |𝑑1
⃗⃗⃗⃗ | = 0 or |𝑑2

⃗⃗⃗⃗ | = 0 or |𝑑3
⃗⃗⃗⃗ | = 0 or |𝑑4

⃗⃗⃗⃗ | = 0 

then go to step 4, else the following values will 

be calculated and go to step 3: 

𝑐𝑜𝑠 2 𝛼 =
𝑑1⃗⃗ ⃗⃗  .𝑑3⃗⃗ ⃗⃗  

|𝑑1⃗⃗ ⃗⃗  ||𝑑3⃗⃗ ⃗⃗  |
                            (22) 

𝑐𝑜𝑠 3 𝛼 =
𝑑1
⃗⃗⃗⃗ . 𝑑4

⃗⃗⃗⃗ 

|𝑑1
⃗⃗⃗⃗ ||𝑑4

⃗⃗⃗⃗ |
 (23) 

𝑐𝑜𝑠 4 𝛼 =
𝑑2
⃗⃗⃗⃗ . 𝑑3

⃗⃗⃗⃗ 

|𝑑2
⃗⃗⃗⃗ ||𝑑3

⃗⃗⃗⃗ |
 (24) 

𝑐𝑜𝑠 5 𝛼 =
𝑑2
⃗⃗⃗⃗ . 𝑑4

⃗⃗⃗⃗ 

|𝑑2
⃗⃗⃗⃗ ||𝑑4

⃗⃗⃗⃗ |
   (25) 

𝑐𝑜𝑠 6 𝛼 =
𝑑3
⃗⃗⃗⃗ . 𝑑4

⃗⃗⃗⃗ 

|𝑑3
⃗⃗⃗⃗ ||𝑑4

⃗⃗⃗⃗ |
 (26) 

₋ The maximum value 𝑐𝑜𝑠 1 𝛼, 𝑐𝑜𝑠 2 𝛼,
𝑐𝑜𝑠 3 𝛼, 𝑐𝑜𝑠 4 𝛼, 𝑐𝑜𝑠 5 𝛼 𝑎𝑛𝑑 𝑐𝑜𝑠 6 𝛼 is 

calculated as (26) then go to step 4: 

Mmax = max (
cos 1 α, cos 2 α, cos 3 α, cos 4 α,

cos 5 α, cos 6 α
)                             (27) 

Mmax shows the maximum cosine similarity value 

of parameters d1 and d2, d1 and d3, d1 and d4, d2 

and d3, d2 and d4, d3 and d4. 

₋ The average of the four different positions of 

the five neighboring pixels of the central pixel 

are calculated based on figure 4 (N=5) and then 

we go to step 5 (N=5). 

𝑥𝑎𝑣𝑔
1 =

1

𝑁
∑(𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗−1, 𝑥𝑖,𝑗+1)                 (28) 

𝑥𝑎𝑣𝑔
2 =

1

𝑁
∑(𝑥𝑖,𝑗−1, 𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗 , 𝑥𝑖+1,𝑗+1, 𝑥𝑖,𝑗+1)     (29) 

𝑥𝑎𝑣𝑔
3 =

1

𝑁
∑(𝑥𝑖−1,𝑗 , 𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗+1, 𝑥𝑖+1,𝑗+1, 𝑥𝑖+1,𝑗)     (30) 

𝑥𝑎𝑣𝑔
4 =

1

𝑁
∑(𝑥𝑖−1,𝑗−1, 𝑥𝑖−1,𝑗 , 𝑥𝑖,𝑗−1, 𝑥𝑖+1,𝑗−1, 𝑥𝑖+1,𝑗)     (31) 

𝑥𝑎𝑣𝑔
𝑀𝑎𝑥 = (𝑥𝑎𝑣𝑔

1 , 𝑥𝑎𝑣𝑔
2 , 𝑥𝑎𝑣𝑔

3 , 𝑥𝑎𝑣𝑔
4 )    (32) 

 

₋ Train the ANFIS structure for a maximum of 30 

epochs. Stop training if the error value 

computed by using the output value of ANFIS 

is less than 0.001. Restore the gray value xi,j of 

the corrupted pixel. 

Mmax, xavg
Max and the noise pixel value are 

considered the three inputs of anfis. The original 

image is the output of anfis. Since Anfis receives 

noisy pixels as input, it replaces the noisy pixel with 

a value closer to the original image's pixel.  

In the Anfis structure used for two inputs, 

Mmax,xavg
Max each has five membership functions, and 

the third input has three triangular membership 

functions. The output membership function is 

considered linear, and the number of rules is 75. 

6. Experimental results  

This section discusses different results of the method 

proposed in this article. Algorithms presented in the 

proposed method have been tested on 698 

images such as Barbara, Airplane, Cameraman, 

Baboon, Parrot, Boat, House, Lena, Man, and 

Monarch with dimensions of 512 × 512 pixels. 

Figure 5 shows an example of these images. 

Performance of proposed method compared 

with other conventional and state of the art methods 

such as (SMMF1 and  SMMF2 [36]) with the existing 

methods which are ASMF [13], LMMF [19], IMF 

[18] and DNLM [17] and proposed method.  
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Fig. 5. An example of test images Barbara, Airplane, 

Cameraman, Baboon, Parrot, Boat, House, Lena, Man, and 

Monarch from 830 test images. 

Table.1. 
Comparison of various filtering for the Lena  

 

Methods 

Noise Ratio 

10% 20% 30% 40% 50% 60% 70% 

IMF 39.2 34.3 32.1 30.2 28.5 27.0 25.9 

LMMF 42.9 38.8 36.8 34.8 32.7 31.0 29.0 

DNLM 41.9 38.7 36.7 34.8 32.5 29.8 27.4 

ASMF 45.3 41.2 38.4 36.6 34.9 33.3 31.8 

SMMF1 45.5 41.5 39.6 38.0 36.5 35.0 33.4 

SMMF2 46.2 42.5 40.6 38.5 36.8 35.3 33.5 

Proposed 47.2 43.2 41.1 39.2 37.6 36.2 34.3 

Table.2. 
Comparison of various filtering for the Barbara  

 

Methods 

Noise Ratio 

10% 20% 30% 40% 50% 60% 70% 

IMF 24.5 23.9 23.2 23.1 22.9 22.7 22.1 

LMMF 33.1 29.0 27.0 25.4 24.4 23.1 22.5 

DNLM 33.6 30.6 28.4 27.3 25.9 24.9 23.6 

ASMF 33.5 30.4 28.3 26.9 25.6 24.5 23.5 

SMMF1 34.0 31.1 29.0 27.5 26.4 25.4 24.6 

SMMF2 34.1 30.8 29.0 27.6 26.4 25.4 24.4 

Proposed 35.5 31.7 30.0 28.0 27.1 26.1 25.1 

Table.3. 
Comparison of various filtering Peppers  

 

Methods 

Noise Ratio 

10% 20% 30% 40% 50% 60% 70% 

IMF 31.3 30.0 28.3 28.0 27.9 26.6 25.1 

LMMF 40.8 37.7 35.5 33.8 32.1 30.9 29.2 

DNLM 39.9 36.8 35.1 33.3 31.5 29.1 26.6 

ASMF 41.7 38.3 36.4 34.4 32.9 31.1 30.0 

SMMF1 41.8 38.3 36.5 34.8 33.6 32.3 31.1 

SMMF2 42.8 39.2 37.0 35.3 33.8 32.4 30.9 

Proposed 43.0 40.1 38.1 36.1 34.2 33.1 31.2 

 

Also, the performance and quality of the 

presented restoration compared to other methods are 

measured and evaluated with the following 

measures PSNR and SSIN [34–38]:  

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
2552

𝑀𝑆𝐸 
)  (33) 

Where 255 is the maximum pixel intensity for 

8-bit gray scale images, MSE is the mean square 

error, which is inserted between the original and 

restored images, which is calculated by Eq (34): 

𝑀𝑆𝐸 =
1

𝑚∗𝑛
∑ ∑ (𝑂𝑖𝑗

𝑛
𝑗=1 − 𝑅𝑖𝑗)

2𝑚
𝑖=1                            (34) 

 “O” is the original image (𝑜𝑖𝑗  pixel of the 

original image) and R is the restored image (𝑅𝑖𝑗 

pixel of the "restored image). Also, “m” and “n” are 

the width and height of the image. 

The structural similarity index measure 

(SSIM) between the original image and the restored 

image is calculated as follows: 

SSIM =
(2μOμR+c1)(2σOR+c2)

(μO
2 +μR

2+c1)(σO
2 +σR

2+c2)
  (35) 

Where, σO = √
1

n−1
∑ (Oi − μO)2n

i=1  and  μO =

1

n
∑ Oi

n
i=1  are the variance and average of original 

image,  σR = √
1

n−1
∑ (Ri − μR)2n

i=1   and μR =

1

n
∑ Ri

n
i=1  are the variance and average of restored 

image. σOR = √
1

n−1
∑ (Oi − μO)(Ri − μR)n

i=1    is the 

covariance of original and restored image. L is the 

dynamic range of the pixel values that for an 8-bit 

grayscale image composed of 0-255 gray-levels, 

c1 = (k1L)
2  and  c2 = (k2L)

2 , where k1 ≪ 1 and 

k2 ≪ 1  are small constants [1-2, 32].   

Tables 1-3 show the results of PSNR values for 

different methods and the method proposed in this 

article. The proposed method has obtained the 

highest PSNR values compared to the other methods 

for Lena, Barbara, and Pepper images degraded by 

impact noise. Also, the IMF, LMMF, and DNLM 

methods obtained lower values than the other 

methods for the images of Lena, Barbara, and 

Pepper. Figures 6-8 show the PSNR graph for 

different methods and the proposed method for 

Lena, Barbara, and Pepper images. These 

images are corrupted by 90% of the impulse noise, 

and the proposed method shows the best PSNR 

graph compared to other methods. In fact, compared 

to other methods, the proposed method has removed 

the noise from the target images better and restored 

the target images well. Also, Table 4 shows the 

SSIM values of different methods for the Lena, 

Barbara, and Pepper images. This table shows that 

the proposed method has obtained the best results 

compared to other methods. 
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Table.4. 
Comparison of the SSIM values for Lena and Barbara and 

Peppers  

Methods Lena 

SSIM 

Barbara 

SSIM 

Peppers 

SSIM 

IMF 0.54 0.49 0.51 

LMMF 0.52 0.46 0.49 

DNLM 0.56 0.44 0.53 
ASMF 0.57 0.47 0.54 

SMMF1 0.61 0.54 0.59 

SMMF2 0.63 0.55 0.61 

Proposed 0.65 0.59 0.63 

 

Figures. 9 shows the restored results of all the 

evaluated filters for the Lena and Barbara image 

corrupted by 70% density impulse noise, 

respectively. As can be seen in these figures, the 

method proposed in this article removed the impact 

noise better than the other methods in the images of 

Lena and Barbara. Also, these results show that the 

proposed method has restored these images well by 

preserving image details such as edges. 

 
Fig. 6. Comparison of PSNR values on Lena restored image 

by 10% to 90% impulse noise.  

 

Fig. 7. Comparison of PSNR values on Barbara restored 

image by 10% to 90% impulse noise.  

 

Fig. 8. Comparison of PSNR values on Peppers restored 

image by 10% to 90% impulse noise. 

 

 

 

 
Fig. 9. Restoration results of different methods in restoring 

corrupted Barbara image: (a) original noise-free image, (b) 70% 

noise corrupted, (c) IMF, (d) LMMF, (e) DNLM,(f) ASMF, (g) 

SMMF1, (h) SMMF2 and (i) proposed method. 
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The feature of the method presented in this 

article is its simplicity, robustness and parallelism 

compared to other methods, which effectively and 

efficiently preserves meaningful details in the image 

and identifies noisy pixels in the image in two 

separate phases, and retrieves the image. 

7. Conclusion 

This article proposes an innovative method 

that includes three new algorithms to remove impact 

noise from digital images. These new algorithms, by 

two phases proposed in this paper, identify the 

impulse noise pixels in the image and restore the 

image. One of the advantages of the proposed 

method related to the first phase is that the 

identification and detection of corrupted pixels in 

the image are made in two steps, which results in 

better performance in identifying the damaged 

pixels of the image. The restored results show that 

the proposed method performs better than other 

methods in terms of PSNR and SSIM, and the details 

of the restored images, such as edges, are well 

preserved. Other advantages of the proposed method 

are noise robustness and parallelism to restore a 

wide range of images (10-90%) corrupted by 

impulse noise. 
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