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Accept Date: 16 April 2022 The main purpose of this paper is to upgrade and improve inefficient
units by common weights obtained from all units studied. In fact, we
consider the common weight vector as the direction in which inefficient
units rise. The methodology of this research is to consider the semi-
essential radial model and we want to use the duality of this model to
find the common weights of inputs and outputs, some of which are
negative. For this purpose, we present a multi-objective problem of
generating common weights and use ideal programming to solve it,
which leads to the production of a nonlinear problem, which for this
particular problem, by a linearization method, is called We turn a linear
programming problem. Since the necessary and sufficient condition for
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Data Envelopment Analysis so we observe this condition here. Finally, we will explain our method
Inefficient Units with an example and the remarkable thing about the promotion method
Negative data in the present study is that negative data is promoted and improved as
SORM negative data.
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INTRODUCTION

In data envelopment analysis methods, unlike
some numerical methods, it is not necessary to
know the weights in advance and assign them to
inputs and outputs. Also, these methods do not
require predefined functional forms (such as
statistical regression methods) or explicit forms of
the production function (such as some parametric
methods). Data envelopment analysis allows the
study of units with multiple inputs and multiple
outputs. The basis of data envelopment analysis is
based on linear algebra and its ability is mostly
due to the use of linear programming. Linear
programming enables data envelopment analysis
to use linear programming problem-solving
methods and duality theorems, thus determining
the source and amount of inefficiency for each
input and output. It also creates many
opportunities for collaboration analyst and the
decision maker. These collaborations can be in
order to select the input and output of the units
under evaluation and how to operate and model
the efficient border. To deal with negative data,
one can either make abnormal changes to the
variables or simplify the units to positive data by
deleting negative values in some variables, which
was done in the year 1989 by Charens et al. Some
examples of what has been done to deal with
negative data include: Pasteur evaluated 24 bank
branches with two outputs that were free. Zhou
(1994) as well as Seiford and Zhou (2002) used
the variable of profit and taxes as an output for 35
companies, which is negative when there is a lack
of finance. In the year 2002, Seiford and Zhou
proposed a method in which to classify units
efficiently or inefficiently despite negative data,
assuming units with negative output data to be
efficient, and units with positive output data to be
considered inefficient. they got. In 2004, Portella
et al.Introduced a new model based on directional
distance functions that has relatively good
properties in both radial and collective models,
and their proposed model is known as the RDM
model, which is a performance score by the
distance function. Orientation is obtained by
comparing the unit under evaluation with the ideal
point. Sharp et al.'s method in 2006 is to introduce
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a modified SBM called MSBM that can control
both negative and negative inputs. In this paper,
we use a semi-essential radial model to deal with
negative data. We use the dual semi-essential
radial model (SORM) to construct a multi-
objective model whose answer gives common
weights, and we use this set of weights as a
direction vector to improve inefficient units. In
Section 2, the semi-essential radial model and the
linear model for finding common weights are
presented. A new model for finding common
weights when there is negative data is presented
in Section 3, and also in Section 4 the common
weights vector is presented as a direction vector
to improve inefficient units. In Section 5, we
provide a numerical example to illustrate our
method, and finally in Section 6, the discussion
and conclusion are presented.

RESEARCH REQUIREMENTS

Suppose we have n units, each with m input and s
output. Assume also [ = {ilxij >0Vj €
{1,..,m}} and L = {1[3j € {1, ...n}x;; < 0} 50
that JUL={1,..,m} and R={r|y,; =0, =
1,..,n} and K = {k|3j,yx; <0} and RUK =

{1, ...,s}. Emrouznezhad and et al introduced new
variables x;; and x7; such that x;; = x}; — x7; and
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And the dual SORM maodel in the orient of output

is as follows:

: 1.1 2.2
Min vo + Xier XioVi + XieL XioVi — 2ieL XioVi
St:

Vo + Zixiovi + lellovl1 - lelzovl2 -

Zryrjur - ZkYI%qu{: + Zkeylgjul%: = 0,Vj
Yrer Yrjlr + Xkek J’z%jullc — Ykek YI%julzc =1
v, >20,Viel,v; >0,v’ >0,Vl e L

u, >0,VvreR;u;,u’ >0,Vk e K;v, free

@)

In fact, in SORM models, negative output
values are considered as inputs because in order
to find better answers, the absolute value of the
negative output value must be reduced. On the
other hand, negative input values are considered
as output, which in turn increases the absolute
value of the negative input value.

The following is a linearization method for a
fractional programming without negative data.

The following ideal planning model was
presented by Hosseinzadeh Lotfi et al.
szinzj:ﬂ,—

st g Lj=1n(9

- nu, >0,r=1--,

@)

The model (3) is a nonlinear model. Davoodi
and Rezaei presented a method for linearizing this
model, which we briefly describe below. Because
for each i and j, x;; > 0 and v; > 0, we can set

the constraints (*) for each j in ¥, v;x;; and the

objective function in - 5o Zivi - Multiply. After making

these changes, the model looks like this:
771(21_1 l)
Z?;lvi
S.tr Ug+ Xr=1UrYyj t Uj(zyil Uixij) =
Din1 ViXij, V]
u,,v; > 0,Vri; n; = 0,Vj.
(4)

z=min Y7,

m o .
We now define: # =1 and since t > 0 we

have Y, v; = t. By placing this new variable in
the objective function and dividing the constraints
by t and defining the new variables as and S, =

Y oand  zi=p 20,8 ="t =1, the

t Tt t t

following linear model is obtained:

Z =min zj DT

ﬂ0+z_lﬂ yrj+zl 17[|X - a; IJ OJ_ a

Z. LA =LB 260,26, 7} >0,Vi Vj,Vr
(5)

INTRODUCE A NEW LINER MODEL FOR
FINDING COMMON WEIGHTS WHEN
THERE IS NEGATIVE DATA

Each variable that has positive values in some
units and negative values in others is written as
the difference of two non-negative variables. We
have the following fractional input model for new
variables:

ax Uo +ZreRuf Yro +Zk K &Yio +Z|GLV|2X|%)
2 ViXo + 2 Vi xlo + 2 e U Vi

“o*Zr R rer +Zk Kukykl

Z el i 'J+ZIEL

m

leL 0 " <LV i vl > 0,4, k
+ZkEK kykJ
(6)

s;v, > 0,i =1, Sinmiaylyz @ewjrite the fractional model in the

orient of the output as follows:

» v D VX + D ViXio+ > ULV
ZreR ryf0+Zk K kyi0+2| LV'ZX'%
V0+Z i Xij +Z| L +ZkeK kykJ

ZreR rer+ZkeK kykl+ le V X o

VoV, v v U, u U, 250,Vi,l,r k
(7)
The corresponding multi-objective problem of
model (7) to find the set of common weights can
be presented as follows:

Uo +Z,R ryr1+ZkEK kyk1+z| LV| i
Zm i '1+Z| LV X|1+ZkeK kykl

uO +Zr R ryrn +Zk K kytn +Z| Lvllezn
Zlel i IH+Z| LV X|1+Zkel< kyfﬂ

Max:

Iranian Journal of Optimization, 13(3), 161-167, September 2021163



Abbasiyan/ Upgrading inefficient decision making units...

St
1,,1 2,2
u0+ZreRufy"J +ZkeKukykj +Z|€LV|XIJ' <1
1,1 2.2 —
Zielvixij+ZIELV|XIj+ZkEKukykj
Vi, viviu.,uhu?>0,vi,l,rk

(8)

Now we come to the part where we talk about
the middle ground. Since the value of 1 is
considered as the ideal level for the jth objective
function, the ideal planning problem will be as
follows:

- n
z=m|nzj.=19j
1,1 2.,2
uO +ZreRuryrj +ZKEK ukykj +ZI€LV| X'j +9 _l \v/
DX Y VXD WY =
iet Vi%ij R kek Ui Yig
Vi Vi,V Uy U U7 > 0,V LT K 6,20,V

(9)
The first we put:

1,1 2.2 .
t= Ziel Vi Xij + ZleLvl le + ZkeK uk ykj and deﬁne

. . 1 . 2
Jj _ Vi 1j _ 'Ul 2j _ 'uk _ Ur
n] =62 a) =6 a) =67 p.=T.
1 2 1 2
u u Vi 14 14
pr="1k p2 = tk ‘ai_tl al = tz «a? = tz‘

t
Ug

Bo = - In this case, the linear model will be as
follows:

—min S i i 21)
Z=min Zj:l(Zielﬂi +Z|GL”| +ZkeK 7

st

1.1 2,2 j 1yl
ﬂo +ZreR ﬂfyri +ZkeK ﬂkykj +ZleLa| le +Zie| i XiJ' +ZI€L7T| Xli

2j\2 _ 1,1 2.2
+ZkeK Tk ykJ' _Ziel aixij +ZleLa| XIJ' +ZkeK 'Bk yki

Ziel o, +Z|5La|1+zkEKﬂk2 =1,7rij,7z|1j,7r|fj >0,iel,leLkekK,Vj.

(10)

The above model is a linear programming
problem in the nature of input to find the common
weights of inputs and outputs with negative data.
Similarly, for the nature of the output, we have the

following multi-objective problem:

, , o1l 1.2 , . 1,1 2,2

Zyezufyrl * 2::51( M;l:y!:] * Zfel TJI xl:l o Zreﬁ U Y+ Etexuiy; * Eid\'fx;

\ s 10 2,2
st Yot Z:Eﬂ?x"f i ZIELMA“? +Z¢cEKukJ ]

Z rek H"J.’:’ i Z kek l{b; i Zfsi.v;x;’

2L\7j;t;,v,l,vf.u Al 0Lk

(Rl

(11)
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Therefore, the linear model will be as follows:
z=min 30 (3 0+ 2 B+ 2 )
U+ D Xy D, o+ BV
Vi | Yo~ 2 FY
D X =2 L BY
D ek BYig T 2 X
DB B, =Lt f Y,
f,2j >0,reR,k eK,l €eL,V]
(12)
Where ! = p; %/ =pj”7’1“f12j =pj§‘
1

14

2
vy 2 1 Ur
:—‘a = —_— —
t t s Br t
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UPGRADING INEFFICIENT UNITS
TOWAEDS COMMON WEIGHTS

In this section, we intend to improve inefficient
units and for this, we consider the common
weights vector of inputs and outputs as direction
vector. Suppose we have n units with input levels
Xij, i =1,..., m and output levels Yrj,T=1,...,8
corresponding to unit j, and we want to evaluate
unit o. Consider the following model for a
variable scale return mode:
max f
sit: XiaAiVei 2 Yo+ Bogy, T=1,...8

Z;Ll ijij < Xio — ﬁogxi i = 1, e ,m
;'1=1 /1}' =1; Aj'ﬁorgxi'gyr =0
(13)

In the above model, no nature is considered and
it deals with both input contraction and output
expansion at the same time. But if g,, = 0, then
we have a model in the nature of the input, and if
we put g,, = 0, then we get a model in the nature

of the output. The directional vectors (gy,, gy, )
are usually selected by the observed input and
output surfaces. But if some of the data is
negative, this choice can no longer be made
because the directional vectors must be negative.
We intend to use the common weights of inputs
and outputs for this purpose. Input and output
weights show their degree of importance, so if we
use these weights as directional vectors to
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represent units on the performance frontier, we
actually use the importance of each input and
output to show how inefficient units improve. We
have. Now if these weights are common to all
units, they will certainly have the same conditions
for improvement, although they may not be on the
edge of efficiency, but they will definitely
improve because the common weights obtained to
increase the efficiency of all units to Is
synchronous and we call it the Common Weight
Oriented Model (CSWDM).

NUMERICAL EXAMPLE

Consider the table below, which contains 10
units with one input and two outputs. Y output
IS positive in some units and negative in others.
This example has the conditions to use our
method because there is at least one positive
value for both outputs and we want to use the
nature of the output. By our method, we find the
corresponding goals of inefficient units and
compare them with other methods. We write the
output variable Y as Y = Y! — Y2 where Y1 =

The linear programming model in the nature of
output is as follows:

min (le+ fy11)+---+(f21° + fy“o)

St g, +12a, —11f} -15f;" =115, +15,

0, +160, ~8f10 ~26f1° =813 + 265"

B, + By =1
(14)
By solving the above model, a set of common
weights are obtained, which is shown in the table
below:

Table 2: common weights
A v, ut | oul |
16.30

0.00 | 0.46 | 0.00 | 0.54

According to the above table, the common
weights related to the main inputs and outputs are:
wy = 0.00, wy = up* —uz* = 0.46, w; = 0.54.
Because we want to use the nature of the output,
we only use the output weights. The optimal
values of the proposed model for all units are
given in the first row of the table below. In other

{Y Yzoandyz_{o Y>0 J : :
0 Y<0 ey vY<O Imes_of this table, the_z optimal values of the
Table 1: input and output values of units mentioned models are given.
unit | Z Y X unit | Z Y X Table 3: Results of the models
s s Bo J I H G FED C B A
F |27 -8 50 A |11 15 12 CSWDM |0 016 023 062 0 0 0 001 032 0
G | 2r -18 35 B | 6 18 35 SORM |1 136 138 165 1 1 1 101 155 1
H |22 -10 40 ] C |18 20 2 ROM |1 110 114 394 1 1 1 101 141 1
' 19 -7 2 D |20 12 22 MSBM |0 486 668 3376 0 0 0 001 948 0
J 8 26 16 E [25 -10 40
The following table lists the output levels of the
targets obtained:
Table 4: Upgraded output levels for inefficient units
z Y
CSW ]| SORM MSBM RDM [ Obs.| Ccsw | SoRM MSBM RDM | Obs.
B|1111| 845 8 12.7 6 22.38 25.4 26 205 | 18
C | 13.08 13 13 131 | 13 | 20.07 20.1 20.17 20 | 20
G| 2418 | 236 20 2014 | 6 -2.42 -3.8 12 116 | -18
H | 25.60 25 245 2364 | 22 | -6.92 -10 0 16 | -10
I | 2162 | 209 2075 2085 | 19 | -4.76 8.3 123 826 | -7

Now we will compare our method with other
methods, which we will do as follows. If the
observed output and the target output are either

positive or both negative, we calculate the ratio of
the observed output to the target output. If the
target output is positive but the observed output is

Iranian Journal of Optimization, 13(3), 161-167, September 2021 165




Abbasiyan/ Upgrading inefficient decision making units...

negative, we do not calculate any ratio. We

calculate the average of the resulting ratios for the

two outputs and present the results as a percentage

in the table below.

Table 5: Average percentage efficiency of inefficient
units

Inefficient Units | CSWDM | SORM | MSBM | RDM
B 67.22 70.81 72.12 67.52
C 99.52 99.75 99.58 99.62
G 19.13 23.27 30.00 29.79
H 77.57 94.00 89.80 93.06
I 77.94 70.81 72.12 67.52

DISCUSSION AND CONCLUSION

The main purpose of this paper is to describe a
method for improving inefficient decision units in
data envelopment analysis with negative data. By
introducing a model, we can obtain common
weights. In this paper, due to the negativity of
some data, we used a multi-objective model,
which is the result of a semi-essential radial
model. The methodology of this research is that
we have created a multi-objective model using the
multiplicative SORM model and turned it into a
linear programming model through a linearization
method. Of course, this linear model is used for
inputs and outputs with negative data, which will
definitely change the negative data. Using
common weights can increase the efficiency of all
units equally because in finding weights,
increasing the efficiency of all units is considered.
We have used the weights obtained from this
linear model to build a directional model
(CSWDM), which we have used to upgrade
inefficient units. The use of common weights in
this oriented model has the advantage that all
inefficient units recover under equal conditions.
Of course, in this article, we have used the output
direction, which can be used for other tasks in
other directions, such as the input direction or the
combined direction. The results obtained in the
example above show that the upgraded units of
this method presented in this paper are more
reasonable than the other methods, and we have
even obtained negative upgraded output data for
the negative output data.
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One of the limitations of this research is that the
necessary and sufficient condition for limiting the
semi-essential radial model to the nature of input
(output) is that there is an input (output) with at
least one positive value. Another limitation in this
research is that there is negative data that if this
limitation is not present, a linear model can be
obtained without changing the variables, which is
considered as a vector for upgrading the common
weights and a suitable path for upgrading the units
(with Data without negative data).

It is suggested that other methods of multi-
objective linear programming can be used for
negative data. Other methods such as the optimal
weights of each unit can also be used to find the
right direction vector. Even as mentioned before,
it is possible to use the input direction or the
combination direction, and each of these paths
will definitely give different upgraded units,
which should be selected according to the
conditions of the respective company. In this
paper, using this model, the number of inefficient
units is less and it improves all inefficient units
under the same conditions, and we are sure that
each inefficient unit will improve. The
disadvantage of this method is that the inefficient
unit may not improve on the performance frontier.
It is suggested that methods such as super-
efficiency be used to find more efficient units. He
even used multi-criteria decision making methods
(such as BWM and SWARA) to select the
appropriate model for improving inefficient units,
which requires sufficient information from
inefficient companies (units).
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