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Abstract. The outbreak of COVID-19 has necessitated the development of various math-
ematical models to understand and predict its spread. Among these, fractional differential
equations have gained attention for their ability to capture the complexity and dynamics of
infectious disease transmission. However, obtaining analytical solutions for such models is of-
ten infeasible. In this paper, we present an approach to approximate solutions of a fractional
differential equation that describes the spread of COVID-19. The fractional order in the model
reflects the memory and hereditary properties of the disease transmission process, which are
not adequately described by traditional integer-order models. To tackle the complexities of
this equation, we utilize Müntz functions, which are a class of basis functions used in approxi-
mation theory. Müntz functions are particularly useful due to their flexible nature and ability
to converge to various types of functions, making them suitable for approximating solutions
to differential equations. We perform numerical simulations to evaluate the performance of
the Müntz functions in approximating the solution of our model. The findings indicate that
the Müntz function approach yields superior accuracy in modeling the spread of COVID-19
compared to these alternative methods.

Received: 06 April 2024, Revised: 24 August 2024, Accepted: 25 September 2024.
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1. Introduction

One of the viruses that led to the deaths of millions worldwide was the SARS-CoV-
2, the virus responsible for COVID-19. Emerging in late 2019, it quickly escalated
into a global pandemic, presenting unprecedented challenges to public health sys-
tems and societies. In the early stages of the outbreak, governments around the
world implemented various measures to control and reduce the transmission of the
virus. These strategies included social distancing, travel restrictions, and encour-
aging personal hygiene practices, all aimed at minimizing infection rates.
Several factors contributed to the spread of COVID-19, including close interac-

tions between infected and healthy individuals within communities, human mo-
bility, and socio-economic conditions that influenced behavior. Notably, crowded
settings and insufficient public health infrastructure heightened the risk of viral
transmission. Consequently, authorities enforced movement restrictions and ini-
tiated quarantines in affected areas to reduce contamination levels and slow the
rate of infection. These public health measures were crucial in managing the early
phases of the pandemic and preventing healthcare systems from becoming over-
whelmed [1–4].
Simultaneously, scientists and researchers developed numerous mathematical

models to analyze the dynamics of COVID-19 spread. These models aimed to
capture the complex interactions among variables such as infection rates, recov-
ery rates, and population densities. However, finding analytical solutions to these
models often proved challenging or impossible due to the nonlinear nature of the
governing equations [5–14]. This complexity arises from the need to account for
real-world variables, including varying transmission rates, asymptomatic cases, and
the effects of public health interventions.
Given these challenges, researchers have turned to various numerical methods

to derive approximate solutions. These methods, which include finite difference
methods, agent-based models, and computational simulations, serve to provide
insights into the potential trajectories of the virus and the effectiveness of different
intervention strategies. Among these approaches, the use of Müntz functions has
garnered attention as a promising tool for modeling complex phenomena due to
their ability to represent a wide range of functions with varying smoothness.
In this article, we seek to derive an approximate solution for the COVID-19 diffu-

sion model utilizing Müntz functions and Müntz collocation points. This approach
not only offers a flexible framework for approximating solutions to the differential
equations governing the spread of the virus but also deepens our understanding
of the underlying dynamics. By employing this methodology, we aim to provide
valuable insights that can assist policymakers and public health officials in their
ongoing response to the pandemic, ultimately striving to enhance strategies to curb
the virus’s spread and safeguard public health.

2. Initial definitions

2.1 Derivative and fractional integral

Definition 2.1 The Riemann-Liouville fractional integral operator for the func-
tion f ∈ L2[0, 1] and α ∈ R+ is defined as follows [15]:

Iαf(t) =
1

Γ(α)

∫ t

0

f(τ)

(t− τ)1−α
dτ. (1)
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Definition 2.2 The Caputo fractional derivative operator for the function f ∈
L2[0, 1], where n− 1 < α ⩽ n, n ∈ N is defined as follows [15]:

Dαf(t) =
1

Γ(n− α)

∫ t

0

f (n)(τ)

(t− τ)α+1−n
dτ. (2)

For α ∈ R+ and n ∈ N, we have:

Iα(Dαf(t)) = f(t)−
n−1∑
k=0

fk(0)
tk

k!
,

Dαf(t) = In−α(Dnf(t)) , n− 1 < α ⩽ n.

2.2 Properties of Müntz orthogonal functions

Definition 2.3 The family {pn(t)}∞n=0 represents a class of Müntz orthogonal func-
tions that are orthogonal on the interval [0, 1] with respect to the weight function
w(t) = 1. These Müntz functions are defined as follows [16]:

pn(t) = Rn(t) + Sn(t) ln(t), n = 0, 1, 2, . . . , t ∈ [0, 1],

in which Rn(t) and Sn(t) are polynomials of order
[
n
2

]
and

[
n−1
2

]
respectively, then

is:

Rn(t) =

[n
2
]∑

v=0

a(n)v tv , Sn(t) =

[n−1

2
]∑

v=0

b(n)v tv

for n = 2m and 0 ⩽ v ⩽ m− 1, the explicit expression for the coefficients is given
by:

a(2m)
v = −

(
m+v
m

)2(
m
v

)2
2m+ 1

2v + 1
+ 2(m− v)

m−1∑
j=0,j ̸=v

2j + 1

(j − v)(j + v + 1

 ,

and

b(2m)
v = −(m− v)

(
m+v
m

)2(
m
v

)2

,

and for v = m

a(2m)
v =

(
2m
m

)2

, b(2m)
v = 0.

for n = 2m + 1 and 0 ⩽ v ⩽ m, we have the following explicit expression for the
coefficients:

a(2m)
v =

(
m+v
m

)2(
m
v

)2
2m+ 1

2v + 1
+ 2(m+ v + 1)

m−1∑
j=0,j ̸=v

2j + 1

(j − v)(j + v + 1

 ,
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Table 1. The roots of p10.

i ti (roots of p10)
1 0.24824416496283808900821503615759414e-3
2 0.48437344437759228686414572092221012e-2
3 0.26401895488052606356372921118563410e-1
4 0.81425704539624044622703671949382727e-1
5 0.18264298249270249250920482810806775
6 0.33165043126187989168477218047153957
7 0.51514356789198988479121491613696695
8 0.70614363443271211837383795514227097
9 0.87011890312537589951462175273400981
10 0.97418183378611639917239277752487079

and

b(2m)
v = (m+ v + 1)

(
m+v
m

)2(
m
v

)2

.

Orthogonal functions of Müntz can be identified using the following approach

p0(t) = 1,

p1(t) = 1 + ln(t),

p2(t) = −3 + 4t− ln(t),

p3(t) = 9− 8t+ 2(1 + 6t) ln(t),

p4(t) = −11− 24t+ 36t2 − 2(1 + 18t) ln(t).

Theorem 2.1 The function pn(t) on the interval [0, 1] has exactly n distinct simple
roots [16].

For example, the roots of p10 are given in Tables 1.

Theorem 2.2 Müntz functions are orthogonal and satisfy the following rela-
tion [16]:

∫ 1

0
pi(t)pj(t)dt =


1
δj
, i = j,

0, i ̸= j,

in which

δj =

 j + 1, j even,

j, j odd,

2.3 Approximation by Müntz function

Assume that f ∈ L2[0, 1]. We approximate the function f using a linear combina-
tion of Müntz functions:

f(t) ≃ f̃(t) =
n∑

i=0

cipi(t). (3)



A. K. Mnahi et al./ IJM2C, 14 - 03 (2024) 231-240. 235

Now, based on the relation (3), the unknown coefficients ci are determined through
the following approach:

ci =
1

δj

∫ 1

0
f(t)pi(t)dt, i = 0, 1, 2, . . . , n.

Theorem 2.3 Suppose that f ∈ Hr(0, 1) with integers r ⩾ 0 where [17, 18]

Hr(a, b) = {v ∈ Cr−1([a, b]) :
d

dx
vr−1 ∈ L2(a, b)},

is the Sobolev space. Let f̃(t) =
n∑

i=0

cipi(t) be the best approximation of f in

span{p0(t), p1(t), ..., pn(t)}. Then, if r ⩽ n+ 1 we have

∥f − f̃∥L2(0,1) ⩽ c(n+ 1)−r∥f (r)∥L2(0,1),

and for 1 ⩽ µ ⩽ r we have

∥f − f̃∥Hµ(0,1) ⩽ c(n+ 1)2µ−
1

2
−r∥f (r)∥L2(0,1),

where c is a constant depending only on r.

3. Numerical solution of the spread model of COVID-19

We consider a fractional SEIR model for the spread of the corona virus in [19] and
we solve this model by Caputo’s fractional derivative. The data of the model is
based on the data presented in [19]. In general, we consider the fractional differential
equations as follows


Dα1S(t) = Λ− (λ+ ae+ µ)S(t),
Dα2E(t) = aeS(t) + (θ + µ+ (1− η)λ)E(t),
Dα3I(t) = λS(t) + (1− η)E(t)− (µ+ δ + γ)I(t),
Dα4R(t) = θE(t) + γI(t)− µR(t).

(4)

Considering the initial conditions for the system of equation mentioned above:

S(0) = S0, E(0) = E0, I(0) = I0, R(0) = R0.

Where Dαi , i = 1, 2, 3, 4 represents Caputo’s fractional derivative operator of order
0 < αi ⩽ 1.
Approximating the left hand side of Eq. (4) by a linear combination of the Müntz
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functions on the interval [0, 1], we have:

Dα1S(t) =

n∑
i=0

cSi pi(t),

Dα2E(t) =

n∑
i=0

cEi pi(t),

Dα3I(t) =
n∑

i=0

cIi pi(t),

Dα4R(t) =
n∑

i=0

cRi pi(t),

where cSi , c
E
i , c

I
i and cRi are the unknown coefficients that have to be found.

To obtain an approximation of the functions S(t), E(t), I(t) and R(t), we apply
the Riemann-Liouville fractional to both sides of the above:

S(t) = Iα1

n∑
i=0

cSi pi(t) + S0,

E(t) = Iα2

n∑
i=0

cEi pi(t) + E0,

I(t) = Iα3

n∑
i=0

cIi pi(t) + I0,

R(t) = Iα4

n∑
i=0

cRi pi(t) +R0.

(5)

In this way, the relation (4) can be rewritten as follows

n∑
i=0

cSi pi(t) = Λ− (λ+ ae+ µ)

(
Iα1

n∑
i=0

cSi pi(t) + S0

)
,

n∑
i=0

cEi pi(t) = ae

(
Iα1

n∑
i=0

cSi pi(t) + S0

)
+ (θ + µ+ (1− η)λ)

(
Iα2

n∑
i=0

cEi pi(t) + E0

)
,

n∑
i=0

cIi pi(t) = λ

(
Iα1

n∑
i=0

cSi pi(t) + S0

)
+ (1− η)

(
Iα2

n∑
i=0

cEi pi(t) + E0

)
− (µ+ δ + γ)

(
Iα3

n∑
i=0

cIi pi(t) + I0

)
,

n∑
i=0

cRi pi(t) = θ

(
Iα2

n∑
i=0

cEi pi(t) + E0

)
+ γ

(
Iα3

n∑
i=0

cIi pi(t) + I0

)
− µ

(
Iα4

n∑
i=0

cRi pi(t) +R0

)
.

(6)
By substituting ti, the roots of pn+1(x), into the relation (6), we obtain:

n∑
i=0

cSi pi(ti) = Λ− (λ+ ae+ µ)

(
Iα1

n∑
i=0

cSi pi(ti) + S0

)
,

n∑
i=0

cEi pi(ti) = ae

(
Iα1

n∑
i=0

cSi pi(ti) + S0

)
+ (θ + µ+ (1− η)λ)

(
Iα2

n∑
i=0

cEi pi(ti) + E0

)
,

n∑
i=0

cIi pi(ti) = λ

(
Iα1

n∑
i=0

cSi pi(ti) + S0

)
+ (1− η)

(
Iα2

n∑
i=0

cEi pi(ti) + E0

)
− (µ+ δ + γ)

(
Iα3

n∑
i=0

cIi pi(ti) + I0

)
,

n∑
i=0

cRi pi(ti) = θ

(
Iα2

n∑
i=0

cEi pi(ti) + E0

)
+ γ

(
Iα3

n∑
i=0

cIi pi(ti) + I0

)
− µ

(
Iα4

n∑
i=0

cRi pi(ti) +R0

)
.

(7)
As a result, Eq. (7) generates a system of 4(n + 1) with 4(n + 1) coefficients.

By solving this system using one of the existing methods the unknown coeffi-
cients cSi , c

E
i , c

I
i and cRi will be determined, and the approximations of the functions
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Table 2. The values of S(t) using the presented method for N = 15 and different values
of t and α.

t α = 0.75 α = 0.85 α = 0.90 α = 0.98
0 220.892 220.892 220.892 220.892
0.2 172.2441727 178.9846394 182.1934960 187.0399057
0.4 146.4785388 151.7687723 154.5602979 159.1638510
0.6 128.0058666 130.9230381 132.6451029 135.7568293
0.8 113.751266 114.2471624 114.7631771 115.9943740
1 102.27040 100.580912 99.940580 99.2580837

Table 3. The values of E(t) using the presented method for N = 15 and different values
of t and α.

t α = 0.75 α = 0.85 α = 0.90 α = 0.98
0 220.818 220.818 220.818 220.818
0.2 215.1945311 216.1321585 216.5515655 217.1574898
0.4 211.4024731 212.4162192 212.9028341 213.6484348
0.6 208.1535134 209.0477473 209.5016541 210.2295847
0.8 205.2268525 205.9025113 206.2688095 206.8862303
1 202.524186 202.9238940 203.1674338 203.6111049

Table 4. The values of I(t) using the presented method for N = 15 and different values
of t and α.

t α = 0.75 α = 0.85 α = 0.90 α = 0.98
0 0.0320 0.0320 0.0320 0.0320
0.2 0.1048955168 0.09423694162 0.08925608237 0.08182975944
0.4 0.1463247043 0.1370191586 0.1322677080 0.1246230086
0.6 0.1777841789 0.1715579864 0.1681154634 0.1621929072
0.8 0.203398175 0.2006651572 0.1988844867 0.1954550789
1 0.22508840 0.225791490 0.225746641 0.2250818840

Table 5. The values of R(t) using the presented method for N = 15 and different values
of t and α.

t α = 0.75 α = 0.85 α = 0.90 α = 0.98
0 0.00855 0.00855 0.00855 0.00855
0.2 0.05236691334 0.04521784215 0.04199530633 0.03731458397
0.4 0.08104211218 0.07359737873 0.06998115135 0.06439086309
0.6 0.1050462374 0.09878560971 0.09555292898 0.09029996099
0.8 0.126220057 0.1218405623 0.1193956130 0.1151844982
1 0.145396619 0.143259020 0.141841409 0.1391241700

S(t), E(t), I(t) and R(t) over the interval [0, 1] will be obtained.

4. Numerical results

The parameters of the model (4) are as follows:

Λ = 0.080, a = 0.000761, µ = 0.080
λ = 0.00073, δ = 0.00039, e = 1

θ = 0.00064, η = 0.3998, γ = 0.000326
S(0) = 220.892, E(0) = 220.818, I(0) = 0.0320, R(0) = 0.00855

In this example, we assume that α1 = α2 = α3 = α4 = α, and present the
numerical results of the proposed method. Figures 1-4 respectively show graphes
of S(t), E(t), I(t) and R(t) for N = 10 and different values of α. In addition,
Tables 2-5 respectively display the values of S(t), E(t), I(t) and R(t) obtained
with the presented method for N = 15 and different values of α.



238 A. K. Mnahi et al./ IJM2C, 14 - 03 (2024) 231-240.

Figure 1. Graph S(t) using the presented method for N = 10
and different values of α.

Figure 2. Graph E(t) using the presented method for N = 10
and different values of α.

5. Conclusion

The Müntz orthogonal functions exhibit distinct roots within the interval [0, 1],
which serve as valuable collocation points in numerical analysis. Utilizing these col-
location points, we have successfully implemented a model to analyze the spread
of COVID-19. The outcomes of this modeling approach reveal not only the ro-
bustness of the Müntz orthogonal functions in capturing the dynamics of the virus
but also their capability to provide accurate and reliable results. The numerical
findings underscore the efficiency of this method, demonstrating its effectiveness in
addressing complex models. This approach not only enhances the understanding of
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Figure 3. Graph I(t) using the presented method for N = 10
and different values of α.

Figure 4. Graph R(t) using the presented method for N = 10
and different values of α.

the COVID-19 trajectory but also paves the way for further applications in various
fields requiring similar analytical techniques. Future research could explore extend-
ing this methodology to incorporate varying parameters or applying it to different
epidemiological models, creating opportunities for deeper insights and potential
advancements in public health strategies.

References

[1] M. Goyal, H.M. Baskonus and A. Prakash, An efficient technique for a time fractional model of lassa
hemorrhagic fever spreading in pregnant women, Eur. Phys. J. Plus, 134(481) (2019) 1-10.



240 A. K. Mnahi et al./ IJM2C, 14 - 03 (2024) 231-240.

[2] W. Gao, P. Veeresha, D.G. Prakasha, H.M. Baskonus and G. Yel, New approach for the model
describing the deathly disease in pregnant women using Mittag-Leffler function, Chaos, Solitons Fract,
134 (2020), Article 109696.

[3] D. Kumar, J. Singh, M. Al-Qurashi and D. Baleanu, A new fractional SIRS-SI malaria disease model
with application of vaccines, anti-malarial drugs, and spraying, Adv. Diff. Eq., 278 (2019) 1-10.

[4] K. Shah, M.A. Alqudah, F. Jarad and T. Abdeljawad, Semi-analytical study of pine wilt disease
model with convex rate under Caputo-Febrizio fractional order derivative, Chaos, Solitons Fract, 135
(2020), Article 109754.

[5] M.R. Gandomani and M. Tavassoli Kajani, Numerical solution of a fractional order model of HIV
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