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Abstract 

When evaluating the efficiency of decision-making units, paying attention to the amount of 
indicators and their conditions is of particular importance. In classical data envelopment analysis 
models, inputs and outputs are deterministic. However, if the data is grey, to obtain reliable results, 
it is better to use the theory of grey systems in data envelopment analysis. In this paper, a new 
method for using interval grey data in CCR model is proposed. The proposed method on a practical 
example is used to check the condition of cerebral hemorrhage in stroke patients after the injection 
of Tissue Plasminogen Activator. The results obtained from the proposed method on this example 
show that the examination of cerebral hemorrhage status of stroke patients is more accurately 
calculated and these results are more reliable for decision makers. 
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1. Introduction 

In recent years, the evaluation method of decision making units (DMUs) using data envelopment analysis 
(DEA) has been widely increased. This method was first introduced via CCR model by Cooper et al [1] 
with deterministic data. This model has been used to evaluate the airport [2], agricultural system [3], social 
networks [4] etc. 

Since one of the most important factors in the progress of any country is the health its people, 
Evaluation of health system is very critical. Nunamaker first calculated the daily efficiency of 
nursing services using DEA method [5]. Kleinsorge and Karney also evaluated the performance 
of nursing homes using DEA [6]. Technical efficiency of Turkish hospitals was measured by DEA 
approach by Ersoy et al [7]. Zavras et al used DEA to calculate the efficiency of the national primary health 
care network of Greece [8]. Basson and Butler's method can be used to evaluate the efficiency of the 
operating rooms in the disabled veterans' health management system [9]. Marschall and Flessa proposed a 
two-stage DEA method to calculate efficiency [10]. Popescu et al evaluated the Romanian health system 
using the DEA method [11]. Kohl et al examined the health care situation in hospitals using the DEA 
method [12]. Gavurova et al calculated the efficiency of the health system in OECD countries with the 
dynamic network DEA approach [13] .Omir et al proposed a three-stage DEA model to evaluate the 
financial efficiency of the health care system [14]. 

Sometimes in decision-making problems, the data have non-deterministic conditions. In this case, 
if classical DEA models are used to calculate the efficiency of DMUs, the results may not be 
reliable. As a result, non-deterministic DEA models should be used. Data in non-deterministic 
DEA models are fuzzy, random, imprecise, uncertain, and grey. In Fuzzy DEA models, data are 
fuzzy [15,16,17]. In Stochastic DEA models, the data of DMUs are random [18,19,20]. Whenever 
the data is ordinal and interval, it is better to use Imprecise DEA models to obtain more accurate 
results [21,22,23]. For the evaluation of DMUs that do not have enough historical data, the relevant 
experts are used for the data, in this case Uncertain DEA models are used to evaluate the DMUs 
[24,25,26]. Sometimes, in some real problems, there are data that do not include any of the above. 
These data are called grey numbers which were first proposed by Deng in the grey systems theory 
[27]. This theory is an effective method for solving uncertainty problems with discrete data and 
incomplete information [28]. Grey is the concept of information poverty, lack of information, and 
uncertainty, in which black indicates completely unknown information, and white indicates 
completely clear information, and other information that is somewhat clear and somewhat vague 
is grey [29]. This theory has been used in the field of engineering [30], management [31], energy 
consumption prediction [32], optimization [33]. 

In grey systems theory, grey numbers are considered as a tool to represent the data of DMUs. Grey 
numbers are uncertain numbers that take their possible value from a set of numbers or an interval 
[34]. One type of these numbers is interval grey numbers where the exact value of the number is 
not known, but the interval of numbers is known. Each interval grey number has a grey kernel 
value and a grey degree. Hence, Guo et al presented an interval grey number ranking method based 
on kernel and grey degree [35]. Li and Wei's method can be used to evaluate decision making units 
with grey data [36]. Chen et al proposed grey classification evaluation based on AHP and interval 
grey number [37].  Ranking of interval grey numbers is of particular importance. Li and Li ranked 
interval grey numbers based on generalized grey [38]. 
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In some decision-making problems, such as health systems, the data are grey. Li et al evaluated 
the resource configuration and service capability in a hospital based on the public-private 
partnership model with grey systems theory [39]. In a hospital, it is very important to identify the 
main risk factors. Delcea and Ioana-Alexandra ranked them with gray systems theory for better 
management [40]. There is inequity in terms of health financing among the countries of the Eastern 
Mediterranean Region, and Pourmohammadi et al evaluated the financing of the health system in these 
countries through gray systems theory and Shannon's entropy [41]. Javed et al., using grey decision 
analysis approaches, investigated patient satisfaction and quality of public and private health care 
services in Pakistan [42]. Peng et al suggested ranking the factors of healthcare resources using 
grey systems theory [43]. Through this theory, Çetin and Özen compared and ranked the countries' 
COVID-19 mobile applications to fight the corona virus pandemic [44]. 
 
Sometimes, in decision-making problems, the data are grey interval and to calculate the efficiency of DMUs 
with the DEA method, the grey DEA method can be used as in this case the results are more reliable for 
managers to make decisions. This method was first proposed by Yang [45]. Wang et al calculated 
production and marketing efficiency with grey DEA method [46]. Wang and Liu proposed the grey DEA 
method to calculate the efficiency of DMUs with interval grey data [47]. Wang et al conducted an 
experimental study of grey DEA in performance analysis [48]. Wang et al evaluated the performance of 
major Asian airlines with DEA window model and grey systems theory [49]. Wang et al used it to evaluate 
efficiency in e-commerce markets [50]. Tran, and Nguyen applied the gray DEA model to evaluate the 
productivity of Vietnamese tourism [51]. Pourmahmoud et al proposed a method to calculate the efficiency 
of DMUs with undesirable factors by using the principles of strong and weak disposability in DEA [52]. 
 
In grey DEA models, the methods available in the DEA approach have been used to evaluate 
DMUs with interval grey data. In this case, the grey condition of the data may not be maintained 
and the data may be considered deterministic. Therefore, the results may not be reliable for 
decision-making managers. To solve this problem, it is better to use grey concepts. In this paper, 
the interval grey CCR fractional model based on the division of interval grey numbers is proposed 
to calculate the efficiency of interval grey DMUs with DEA method. Finally, the condition of 
cerebral hemorrhage in stroke patients after the injection of Tissue Plasminogen Activator (TPA) 
drug is investigated by the proposed method. 
The article is organized as follows. In Section 2, the basic required concepts are given. In Section 
3, a Grey DEA model is proposed to measure the efficiency of DMUs with interval grey data. In 
section 4, the indicators of DMUs for checking the condition of cerebral hemorrhage in stroke 
patients after drug injection (TPA) are introduced. In section 6, the interpretation of the results of 
the proposed model is stated. In section 7, the conclusions of this study are discussed. 
 
2. Basic concepts 

In this section, the basic concepts used in the paper are given. The first DEA model or the fractional 
CCR model was introduced with deterministic data to evaluate the efficiency of units. Then, the 
way it is displayed with algebraic operators, calculating the grey kernel and normalizing interval 
grey numbers are described in more details in the following:  

 

2.1 Model CCR fractional 
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   Suppose  ( ), 1, 2, ,jDMU j n=   are decision units with deterministic variables that consume a vector 

of inputs ( )m
j + X IR  , j=1,2, ,n∈   to produce a vector of outputs ( ),  1, 2, ,s

jY j n+∈ =   Cooper 

et.al. in 1979  [1]  presented the following model CCR fractional to check the efficiency of the Z unit 
under evaluation: 

max

. .                                                                                                                                                     (1)

1,      1,..., ,

,  1

t
Z

t
Z

t
j

t
j

U Y
V X

s t

U Y
j n

V X

V Uε

≤ =

≥ . 1ε≥
 Where 1 is a vector with unit components, V  and U  are the vectors of weights of inputs and outputs, 
respectively, and ε  is a positive non-Archimedean number. 

 

2.2 Basic concepts in grey systems theory 

Every new theory that enters the world of science has its own basic concepts. These concepts include 
relationships and operations that must be defined in that theory. In grey systems theory, algebraic operators 
and the kernel of interval grey numbers are defined as follows. Let that the grey number of interval is 

represented by the symbol [ ] { },  ,a a a t a a t a⊗ ∈ = ∈ ≤ ≤  that  a  the lower limit is and a  is the upper 

limit.   

 

Definition 1. Let [ ,  ]a a a⊗ ∈ and [ ,  ]b b b⊗ ∈ are two interval grey numbers. 

 (1) Algebraic operators of two interval grey numbers a⊗ and  b⊗ are defined as follows [34]: 

[ ,  ],a b a b a b⊗ +⊗ ∈ + +  

[ ,  ],  >0,a a aλ λ λ λ⊗ ∈  

{ } { }min , , , ,  max , , , .a a a aa a a a
b b b bb b b b

a
b

⊗  ∈  ⊗
 

(2) The grey number kernel of interval a⊗  is defined as follows [34]:  

2
a aa +

⊗ = 
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 (3) The width of the kernel from the lower limit and the upper limit a⊗  is defined as follows [53]:  

2w
a aa −

⊗ =  

 (4) The comparison of two interval grey numbers a⊗ and b⊗  with Hu and Wong's method is as follows [54]: 
 

 
 iff

 w w

a b if a b
a b

a b if a b

 ⊗ ≠ ⊗ ⊗ < ⊗⊗ ≤ ⊗ 
⊗ = ⊗ ⊗ ≥ ⊗

 

 




 

 
 

2.3 Interval grey data normalization method 

To obtain accurate results using the presented models, the data should be normalized, because the 
data of DMUs may have been measured with different scales. The grey interval inputs and outputs 
of DMUs are normalized as [55]: 

 (1)Normalization of DMUs inputs  

Let that the i-th input of the unit jDMU  is ( ) [ ,  ], 1, ,  , 1, ,ij ij ijX x x i m j n⊗ ∈ = =  ; the following 

values are calculated for each i-th input. 

1       1       
min ,  max ;     1, , .i ij i ij

j n j n
m x M x i m

≤ ≤ ≤ ≤

= = ∀ = … 

The normalized values of the inputs are obtained from the following relations: 

,    ;   1, , ,  1, , .i ij i ij
ijij

i i i i

M x M x
x x i m j n

M m M m
∗ ∗− −

= = = … = …
− −

 

(2)Normalization of DMUs outputs 

Let that the outputs of r-th of jDMU  are in the form of ( ) [ , ],  1, ,  , 1, ,rj rj rjY y y r s j n⊗ ∈ = … = … ; 

the following values are calculated for each r-th output. 

1       1       
min ,  max ;    1, , .r rj r rj

j n j n
m y M y r s

≤ ≤ ≤ ≤

= = ∀ = … 

The normalized values of the outputs are obtained from the following relations: 

,    ;   1, , ,  1, , .rj r rj r
rj rj

r r r r

y m y m
y y r s j n

M m M m
∗ ∗− −
= = = … = …

− −
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3. Proposed Grey DEA model with interval grey data  

Suppose there are n DMUs with interval grey inputs and outputs as and 
( ) [ ,  ],  ( ) [ , ],  1, , ,  1, , ;  1, ,ij ij ij rj rj rjX x x Y y y i m r s j n⊗ ∈ ⊗ ∈ = = … =  that 1, ,j n=  , 

respectively. Interval grey model CCR fractional is proposed for unit evaluation under z-th evaluation as 
follows: 

1

1

[ , ]
max

[ ,  ]

s.t.                                                                                                                                                    (3)

[ ,

s
r rZ rZr

m
i iZ iZi

r rj r

u y y

v x x

u y y

=

=

∑
∑

1

1

]
1,      j=1, ,n,

[ ,  ]

, , 1, , , 1, , .

s
jr

m
i ij iji

i r

v x x

v u i m r sε ε

=

=

≤

≥ ≥ = =

∑
∑



  

Model (3) can be written as follows according to the multiplication of the scalar number by interval grey 
number: 

1 1

1 1

[ , ]
max

[ ,  ]

s.t.                                                                                                                                                  

s s
r rZ r rZr r

m m
i iZ i iZi i

u y u y

v x v x
= =

= =

∑ ∑
∑ ∑

1 1

1 1

   (4)

[ , ]
1,      1, , ,

[ ,  ]

, , 1, , , 1, , .

s s
r rj r rjr r

m m
i ij i iji i

i r

u y u y
j n

v x v x

v u i m r sε ε

= =

= =

≤ = …

≥ ≥ = =

∑ ∑
∑ ∑

 

 

Model (4) is a fractional interval grey model and cannot be easily solved with the help of 
mathematical software. To solve it, you can use the interval grey division method in definition 1 
of section (1). In this case, we have four states for the objective function. By choosing the minimum 
value and the maximum optimal value of the four modes, the efficiency of DMUs is obtained as 
an interval grey number. In the following, each of the four modes is explained separately. 
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1

1

1

1

max

. .                                                                                                                                                     (5) 

s
r rZr

m
i iZi

s
r rjr

m
i iji

u y

v x

s t

u y

v x

=

=

=

=

∑
∑

∑
∑

1

1

1,      1,..., ,                                                                                                    ( )

1,      1, , ,                                             
s

r rjr
m

i iji

j n a

u y
j n

v x
=

=

≤ =

≤ =∑
∑



1

1

1

                                                      ( )

1,      1, , ,                                                                                                    ( )
s

r rjr
m

i iji

rr

b

u y
j n c

v x

u

=

=

=

≤ =∑
∑



1

1,      1, , ,                                                                                                    ( )

, , 1, , , 1, , .                                         

s
rj

m
i iji

i r

y
j n d

v x

v u i m r sε ε
=

≤ =

≥ ≥ = =

∑
∑



                                                 ( )e

 

Based on the assumption 
,  ; 1, , , 1, , ,  1, ,ij ij rj rjx x y y i m r s j n≤ ≤ = … = … = 

and 
0, 0, 1, , , 1, ,i rv u i m r s≥ ≥ = =  , the following relationship can be written: 

1 1 1 1
0   ,   1, , , 1, ,                                        (6)

s s m m

r rj r rj i ij i ij
r r i i

u y u y v x v x i m r s
= = = =

< ≤ ≤ ≤ = … = …∑ ∑ ∑ ∑ 

By changing  Charnes-Cooper variable [56], fractional programming model (5) can be converted 
into the following linear model: 

*1
1

1

1 1

max  

. .                                                                                                                                            (7)

1,

s
z r rZr

m
i iZi

s m
r rj i ijr i

E y

s t

w x

y w x

µ

µ

=

=

= =

=

=

−

∑

∑
∑ ∑ '

'
1 1

0,   1, , ,                                                                        ( )

0,   1, , ,                                                                         ( )s m
r rj i ijr i

r

j n a

y w x j n bµ

µ

= =

≤ = …

− ≤ = …∑ ∑
'

1 1

1 1

0,   1, , ,                                                                         ( )

0,   1, , ,                                                           

s m
rj i ijr i

s m
r rj i ijr i

y w x j n c

y w x j nµ

= =

= =

− ≤ = …

− ≤ = …

∑ ∑
∑ ∑ '

'

              ( )   

, , 1, , , 1, , .                                                                               ( )i r

d

w i m r s eε µ ε≥ ≥ = = 
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Theorem 1. Models (5) is feasible. 

Proof. Suppose, according to the definition of inputs and outputs of DMUs, we have: 

{ } { }
     j=1, ,n      j=1, ,n

min x ,  x ,  i=1, ,m,         max y ,  y ,  r=1, ,s.iM ij ij rM rj rjx y= =
 

   

Suppose the number of elements of set { }0iMi x =  is equal to α . Assuming

1 1min , ,  0,  i=1, ,m,  r=1, ,s
( )  iM

iM rM
x

m x s y
δ

α
 

= ≠ − 
  , consider the vectors iw and rµ  as 

follows: 

 

                        , 0
1 ,  1, , , ,  1, , .1        , 0  

( ) 

iM

i r
iM rM

iM

x
w i m r s

x s y
m x

δ
µ

α

=
= = … = = … ≠ −

 

Now we prove that the vectors , 1, ,iw i m= …  and , 1, ,r r sµ = …  as defined above, apply to the 
constraints of model (5). 

  According to the definition of iw  and rµ , we can conclude that we have 

,  , 1,..., , 1,...,i rw r s i mδ µ δ≥ ≥ = = for  1, ,j n= … : 

1
1 1 1,  1,...,                                                                                    (8)

rM

s s
r rj rjsyr ry y j nµ= == ≤ =∑ ∑

According to the assumption of  ,  j=1,...,n, 1,...,rj rjy y r s≤ =  and ,  1, ,r r sµ δ≥ = … , according to 

1 1   s s
r rj r rjr ry yµ µ= =≤∑ ∑ and relation (8), we have 1  1,  1,..., .s

r rjr y j nµ= ≤ =∑ ; on the other hand, 

( )1
( ) ( )1 1 1

00

0 1                                                   (9)
iM

iMiM

m m m m
i ij ij ijm x mi i i

xx

w x x x α
α αδ δ−
− −= = =

≠≠

= + ≥ + × =∑ ∑ ∑

Based on the assumption , 1, , ,  j=1, ,nij ijx x i m≤ =   and , 1, ,i i mω δ≥ = … , according to 

1 1 , j=1, ,n m m
i ij i iji iw x w x= =≤∑ ∑ 

and relation (9), we have 
1  1, j=1,...,n.m

i iji w x= ≥∑  

Therefore, the defined iw  and rµ  is a feasible solution to model (5).▀ 
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Theorem 2. Models (7) is feasible. 

Proof. Suppose, according to the definition of inputs and outputs DMUs, we have: 

{ } { }
     1, ,      1, ,

min ,  ,  0,  0, 1, , ,       max ,  ,  1, , . iZ ij ij ij ij rM rj rj
j n j n

x x x x x i m y y y r s
= … = …

= ≠ ≠ = … = = …

Suppose that the elements of vectors , 1, ,iw i m= …  and , 1, ,r r sµ = …  are
1 1

 ,  1, , , ,  1, ,  

       
iZ rMi i rx s yw e i m r sµ= = … = = …

, respectively, where ie  is a vector whose i-th 

component is equal to one and the rest of the components are equal to zero. According to the definition of 

vector , 1,...,iw i m= , the first constraint is established. 

According to the defined vectors , 1, ,iw i m= …  and , 1, ,r r sµ = …  and the proof of theorem 1, the 

constraints 
'( )a  to 

'( )e  are established. Suppose { }1 1
 min , ,  i=1, ,m, r=1, ,s

iZ rMix s yeθ =   , 

according to the definition of , 1,...,iw i m=  and , 1,...,r r sµ = , we can conclude 

, , 1,..., ,  1,..., .i rw i m r sθ µ θ≥ ≥ = =  ▀ 

Theorem 3. The optimal value of model (7) is in the interval ( ]0,1 , in other words 

*10 E 1Z< ≤  

Proof. In model (7) according to the first, second and fourth constraints, the second and fourth constraints 
can be written for the index j=z, so 

1 11,  1.s s
r rZ r rZr ry yµ µ= =≤ ≤∑ ∑ . On the other hand, according to 

the first, third, and fifth constraints and considering relation (6), we have 

1 11,  1.s s
r rZ r rZr ry yµ µ= =≤ ≤∑ ∑ , so the maximum optimal value of model (7) is less than and equal to 

one. The Proposition for the lower limit is also established according to the positive assumption of the data 

of the DMU , , 1,..., ,  1,...,i rw i m r sε µ ε≥ ≥ = = .▀ 

Theorem 4. 

i. For each the feasible solution of model (5), there is a the feasible solution corresponding to model 
(7) and vice versa. 

ii. For each optimal solution of model (5), there is a corresponding optimal solution for model (7) so 
that the optimal values of model (5) and (7) are equal. 

Proof. Refer to [57].▀  
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For model (7) to be feasible, an acceptable value for the non-Archimedean number ε   should be 
considered. To find this value, the trust-interval for ε   can be determined using Mehrabian et al's 
method [58]. to do so, it is necessary to calculate * ,  j=1,...,njε  for all decision making units which 

are obtained by solving the following linear programming problem:  

*1

1
' '

. .                                                

.

            (10

 

1

  

)

,

) ( ) (

m
i iZi

Max
s t

Set acon

x

s a

w

etr ints to

ε ε

=

=

=∑
 

By solving the above model, the optimal answer *ε  is obtained for all DMUs. If 

{ }* * *
1 ,..., nMinε ε ε=  is assumed, then the trust-interval for ε   is ( *0,ε 


. By choosing any value 

from this interval, an acceptable value for the non-Archimedean number ε  can be chosen and 
model (9) can be solved. 

Theorem 5. Model (10) is feasible and has a finite optimal solution. 

Proof. Suppose  

{ }
     j=1,...,n

, ,  i=1,...,m ijiz ijx Min x x=  

Suppose that the number of elements of set { }0izi x ≠  is equal to β . Also, Assume vector iv  

with components  

0                     , 0
 ,  i=1,...m1            , 0

 

iz

i
iz

iz

x
v

x
xβ

=
=  ≠

  0,  r=1,...,sru =  and 0ε = .  

 The vector ( , , ),  i=1,...,m, r=1,...,s.i rv u ε  defined above applies to all model constraints (10). So 

a solution is feasible, as a result, model (10) is feasible. By multiplying the sides of limit iv ε≥  

in 
1

m

iz
i

x
=
∑ , we will have: 

1 1

m m

i iz iz
i i

v x xε
= =

≥∑ ∑ . in this case, according to the first limitation of model 

(10), the relation 

1

1
m

iz
i

x
ε

=

≤

∑
is obtained. So model (10) has a finite optimal solution. 
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The second case: The ratio of the weighted sum of the lower limit of the outputs to the weighted sum of 
the upper limit of the inputs. In this case, the objective function should be considered based on the lower 
limit of the outputs and the upper limit of the inputs with the same constraints as model (5). Therefore, the 
corresponding fractional programming model is as follows: 

( )

1

1

max

. .                                                                                                                                                     (1 )
   

1

s
r rzr

m
i iji

Set constraints a to

y

v x

s t

µ=

=

∑
∑

( ) .e
 The feasibility of model (11) is proved similar to theorem 1. Similarly, model (11) is linearized to 
model (12). 

*2
1

1

max  

. .                                                                                                                                                    (12)

1

 

,

s
z r rzr

m
i iZi

Set constrai

E y

s t

w x

µ=

=

=

=

∑

∑
' '   .( ) ( )nts etoa

 

The feasibility of the above model is similar to the proof of Theorem 2. The optimal value of model 

(12) is in interval ( ]0,1  which can be proved similar to theorem 3. As mentioned about how to 
obtain the trust-interval in the first case, to obtain the trust-interval in the second case in model 
(12) is used to solve linear programming problem the following: 

*2

1
' '

. .                                                 

.

          (13)  

1,

( ) (

  

  )  

m
i iZi

Set constr

t
Max

s

w x

ain a ets to

ε ε

=

=

=∑
 

Model (13) is feasible and has a finite optimal solution which can be proved similarly to 
Theorem 5. 
The third case: The ratio of the weighted sum of the upper limit of the outputs to the weighted sum of the 
lower limit of the inputs. In this case, the objective function should be considered based on the upper limit 
of the outputs and the lower limit of the inputs with the same constraints as model (5). Therefore, the 
corresponding fractional programming model is as follows: 
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( ) ( )

1

1

.

max

. .                                                           (1
 

4) 
   

s
r rZr

m
i iZi

Set co
t

y

nstrain

x

ts a

u

to e

v

s

=

=

∑
∑

 

The feasibility of model (14) is proved similar to theorem 1. Similarly, model (14) is linearized 
to model (15). 

*3
1

1

max  

. .                                                                                                                                                 (15

1

 

)

,

s
z r rZr

m
i iZi

Set constraints

E y

s t

w x

µ=

=

=

=

∑

∑
' '   .( ) ( )ta eo

 

The feasibility of the model (15) is similar to the proof of Theorem 2. The optimal value of 

model (15) is in interval ( ]0,1  which can be proved similar to theorem 3. Considering that the 
limitations of model (15) are the same as the limitations of model (10), then the trust-interval of 
model (15) can be considered according to model (10). 

The fourth case: The ratio of the weighted sum of the upper limit of the outputs to the weighted sum of 
the upper limit of the inputs. In this case, the objective function should be considered based on the upper 
limit of the outputs and the upper limit of the inputs with the same constraints as model (5). Therefore, the 
corresponding deficit planning model is as follows: 
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The feasibility of model (16) is proved similar to theorem 1. Similarly, model (16) is linearized 
to model (17). 
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The feasibility of the model (17) is similar to the proof of Theorem 2. The optimal value of 

model (17) is in interval ( ]0,1  which can be proved similar to theorem 3. Considering that the 
limitations of model (17) are the same as the limitations of model (12), then the trust-interval of 
model (17) can be considered according to model (13). 

After obtaining the optimal values of models (9), (12), (15) and (17), the parameter values of the 

lower and upper limits of efficiency for DMU Z  are calculated as follows: 

{ } { }** *1 *2 *3 *4 *1 *2 *3 *4, , , ,      , , ,                       (18)ZZ Z Z Z Z Z Z ZZE Min E E E E E Max E E E E= = 

The efficiency of ,  1, 2,...  jDMU j n=  with interval grey number data can be shown as 
*** , ,  1, 2,...  jjjE E E j n ⊗ ∈ =    and defined as follows: 

Definition 2. In evaluating the efficiency of ,  1, 2,...  jDMU j n= interval grey inputs and outputs, the 

following cases occur. Whenever, 

(1)
** 1,  1, ,jjE E j n= = = … , then ,   1, ,jDMU j n= …  is first level efficient. 

 (2)
** 1,   1, ,jjE E j n< = = … , then ,   1, ,jDMU j n= …  is the efficient of the second level. 

 (3) 
** 1,  1, ,jjE E j n< < = … , then ,   1, ,jDMU j n= …  is inefficient. 

Lemma. For the efficiency values of DMUs, the following relationship is always established: 

** ,  j=1,...,n.jjE E≤  

Proof. According to the data of , j=1,...,njDMU  and 0, 0, 1, , , 1, ,  i rw i m r sµ≥ ≥ = =  , we 

have the following relations: 

1 1 1 1,   m m s s
i ij i ij r rj r rji i r rw x w x y yµ µ= = = =≤ ≤∑ ∑ ∑ ∑  

Considering relation (8), we will have  

1 1 1 10 s s m m
r rj r rj i ij i ijr r i iy y w x w xµ µ= = = =< ≤ ≤ ≤∑ ∑ ∑ ∑  



14 
 

The ruling is established by considering relation (18) and the above relation.▀ 

 

4. Applications 

Nowadays, professionals in the health system are faced with various diseases. One of these 
diseases is stroke. In a stroke, blood is not supplied to an area of the brain, and as a result, part of 
the body's neurological function is disturbed. This disease is one of the most important causes of 
death and disability [59]. Medicines have been used to treat this disease. One of these medicines 
is TPA. When injecting this medicine, neurologists pay attention to clinical and laboratory 
indicators. In this study, the indicators that are checked by neurologists are divided into two 
categories, before and after the administration of TPA to the stroke patient. The relevant indicators 
before injecting the drug are: Age, TPA Dosage, Weight, Blood pressure, Glucose, Door Needle Time 
(DNT), National Institutes of Health Stroke Scale (NIHSS), and Platelet Count (PLT). The indicator after 
drug injection is Hemorrhagic transformation infarct (HTI). In the following, each of the indicators 
mentioned above is briefly explained. 

Age: The probability of cerebral hemorrhage caused by TPA injection is higher in elderly patients. 
Therefore, the lower the value of this indicator, the more confidently the neurologist can inject TPA to the 
patient. 

   TPA Dosage: Considering the patient's clinical conditions and blood test results, the dosage of TPA drug 
is injected after the patient visits the hospital under the supervision of a neurologist. The best and most 
effective time of TPA drug injection is from the moment of stroke to 270 minutes later. 

Weight: The stroke patient's weight is an indicator considered when injecting the TPA drug to the patient. 
In this study, each patient's weight is calculated based on kilograms. The injection of TPA drug dose is 
based on this indicator. 

DNT: Neurologists, when examining the risk of cerebral hemorrhage caused by TPA injection, attach 
special importance to the DNT indicator. This indicator is considered from the time the patient enters the 
hospital until the moment of TPA injection. The lower the DNT value, the lower the risk of bleeding from 
TPA injection. 

NIHSS: After a stroke patient is admitted to the hospital, questions such as how conscious is the patient? 
Is the patient able to communicate properly with others? And other things that the relevant expert asks to 
the patient and the patient's companion in the form of a questionnaire. By completing this questionnaire by 
the relevant expert, the NIHSS indicator is obtained, representing the general history of the stroke patient 
during hospitalization. This indicator with a qualitative scale needs to be converted into a quantitative scale. 
After conversion, the minimum value of the NIHSS index is zero, and its maximum value is 42. According 
to a neurologist, the closer the NIHSS indicator value is to zero, the more brain bleeding caused by TPA 
injection may not happen to the patient. 

Blood pressure: Neurologists believe that lack of blood pressure control is one of the most important factors 
that play a significant role in causing a stroke. If the blood pressure is higher than 18 after the stroke patient 
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is admitted to the hospital when TPA is injected into the patient. In that case, the risk of cerebral hemorrhage 
increases, and it is dangerous for the patient. For this reason, if the patient has this condition, the blood 
pressure should be reduced to below 18 with the relevant medicine, and then TPA injection should be done. 

Glucose: Another stroke indicator is glucose, which the hospital's blood laboratory determines at the time 
of admission. The high level of this factor increases the risk of bleeding in stroke patients treated with TPA. 
If the patient's glucose level is more than 400 when injecting the drug, the glucose level is reduced to less 
than 400 with insulin, and then the TPA drug is injected. 

PLT: The number of PLT is determined by the blood laboratory at the time of hospitalization. According 
to a neurologist, if the number is between 100,000 and 400,000, the risk of bleeding due to TPA injection 
to the patient is low. 

HTI: This indicator shows the bleeding status of the patient's brain. After the injection of TPA, images 
are taken of the patient's brain with a CT scan machine. Then the images are checked by a neurologist.  

The patient's brain bleeding status has three states. In this study, grey systems theory with interval data is 
used to quantify each of the three cases. The grey numbers of the interval corresponding to the three cases 
are listed in Table (1). 

 

Table 1. Clinical description of HTI of stroke patients 
  Clinical Description HTI Score 

There is no bleeding in the brain [90,100] 
Bleeding occurred in the brain, but it did not cause any problems for the 
patient 

[40,90] 

Bleeding has occurred in the brain and it is dangerous for the patient [0,40] 
 

In this study, in 2020, the data of 30 stroke patients were collected from seven registry data centers. 

Due to the confidentiality of the information, it is not allowed to publish all laboratory and clinical 

information of all patients. For this reason, in table (2) only information about one patient is 

provided as an example. The purpose of investigating the condition of cerebral hemorrhage in 

stroke patients after TPA drug injection is based on clinical and laboratory indicators in which 

each patient is considered as a DMU. The considered clinical and laboratory indicators are listed 

in table (3) and also the indicators are specified based on the type of input and output. 

 

Table 2. The information of the one patient 
Age TPA 

Dosage 
Weight DNT NIHSS Blood 

pressure 
Glucose PLT HTI 

57 [50, 81] [85, 95] [44, 61] [11, 15] [70, 135] [224, 304] [284, 324] [90, 100] 
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Table 3. The description of inputs and outputs in the treatment of stroke patients 

Inputs/Output Descriptions 
Inputs Blood pressure 

 Glucose 
 TPA Dosage 
 Weight 
 DNT 
 Age 
 NIHSS 
 PLT 

Output HTI 
 

5. Results and discussion 
In this study, the aim is to investigate the condition of cerebral hemorrhage in stroke patients after 

TPA injection. to this end, based on the type of patient data, the models proposed in section 3 are 

used. On the other hand, according to the type of data related to patient inputs and outputs, it is 

clear that the data do not have the same unit of measurement. Therefore, it is necessary to 

normalize the data to use it for the proposed models. Therefore, we normalize the data using the 

relations in section 3.2. An example of normalized data is given in the table below. 

 

Table 4. Normalized data for one patient in Table 3 

Age TPA 
Dosage 

Weight DNT NIHSS Blood 
pressure 

Glucose PLT HTI 

0.5714 [0, 0.6078] [0, 0.2128] [0.6763, 
0.7746] 

[0.5455, 0.6667] [0.5592, 0.9868] [0.3955, 0.7591] [0.1888, 0.3605] [1 ,1] 

 

In order to obtain the cerebral hemorrhage status of stroke patients after TPA drug 

injection, it is necessary to use the results of models (9), (12), (15) and (17) in 

relationships (18). After implementing these items, the results are summarized and 

listed in Table 5. In this table, the second column shows the efficiency of each DMU 

as an interval grey number. 
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Table 5. Efficiency of DMUs based on relation (18) 

DMU Efficiency 
 

DMU01  [0.8331,1] 
DMU02  [0.8054,1] 
DMU03  [0, 0] 
DMU04  [0.5187, 0.7151] 
DMU05  [0.6702, 1] 
DMU06  [0.6996, 1] 
DMU07  [0.6056, 1] 
DMU08  [0.9477, 1] 
DMU09  [0.7487, 1] 
DMU10  [0, 0] 
DMU11  [0.6431, 0.8241] 
DMU12  [0.6976, 0.8130] 
DMU13  [0.9043, 1] 
DMU14  [0.6464, 0.9589] 
DMU15  [0.6697, 0.8484] 
DMU16  [0.7004, 1] 
DMU17  [0.3738, 0.8741] 
DMU18  [0.3646, 1] 
DMU19  [0.6135, 0.7673] 
DMU20  [0.3349, 0.7613] 
DMU21  [0.4301, 1] 
DMU22  [0.7918, 1] 
DMU23  [0.3064, 0.7760] 
DMU24  [0, 0] 
DMU25  [0.3583, 1] 
DMU26  [0.6479, 1] 
DMU27  [0.6368, 1] 
DMU28  [0.8881, 1] 
DMU29  [0.7663, 1] 
DMU30  [0, 0] 

 

According to definition 2, the following results are obtained from Table (5):. 

(1) Patients 1,2,5,6,7,8,9,13,16,18,21,22,25,26,27,28 and 29 have second-level efficient. 

(2) Patients 3,4,10,11,12,14,15,17,19,20,23,24,30 are inefficient. 

(3) In this study, there is no first-level efficient. 

According to the results, after TPA drug injection, among 30 patients, 20 patients did not have brain 
bleeding. 6 patients had mild cerebral bleeding, but it was not dangerous for the patient. 4 patients had 
severe cerebral hemorrhage and died after drug injection. 

To check the condition of cerebral hemorrhage in stroke patients using the proposed method, a few patients 
are randomly selected. Among all the patients, the interval grey efficiency of patient No. 8 is higher than 
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the rest of the patients. The efficiency of this patient is of the second level efficiency. The lower bound 
efficiency of this patient is higher than the lower bound efficiency of all patients. With the approval of 
neurologists, this patient had the best conditions in terms of minimal clinical and laboratory indicators 
during TPA injection. By comparing patient number 8 with patient number 29, it can be observed that 
patient number 8 at the age of 85 has better clinical conditions than patient number 29 at the age of 67.  
Comparison of the interval grey efficiency kernel of these two patients reveals that after the injection of 
TPA drug the complications caused by stroke in patient 8 were less compared to patient 29. 

The grey efficiency value of patients 3, 10, 24 and 30 is equal to zero. In other words, the brain bleeding 
condition of these patients is severe after TPA injection. These patients did not recover and died. Our 
proposed method has diagnosed these patients as inefficient. These patients are ranked in the last categories. 
According to the clinical and laboratory indicators, these patients had the worst conditions compared to the 
patients who did not have cerebral hemorrhage. In Figure 1, patients are ranked according to the state of 
cerebral hemorrhage after TPA injection. 

Using the method presented in this study, Neurologists will have fewer medical errors and patients recover 
faster and resume their normal life sooner. Regarding the clinical and clinical factors of heart attack patients, 
cardiologists can also benefit from the presented method. 

 

 

Fig. 1 Rank the DMUs 
6. Conclusion 

Classical DEA models are used to evaluate the efficiency of DMUs with deterministic data. If the 
data is grey, these DEA models alone cannot be used anymore as the results obtained may not be 
reliable. Therefore, it is better for decision-making managers to employ the theory of grey systems. 
In this study, based on the division of interval gray numbers, a new method was proposed to 
calculate the efficiency of DMUs with interval grey data. 
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In any country, the health of every single person is crucial, so the evaluation and improvement of 
the health system should always be the top priority for authorities. One of the most important parts 
of the health system is the one related to the treatment of stroke patients. The amount of indicators 
that are effective in increasing the risk of bleeding due to the use of TPA drugs cannot be measured 
accurately, but they can be specified as grey numbers. For this reason, the value of these indicators 
was considered as an interval grey number. In this paper, the condition of cerebral hemorrhage in stroke 
patients after TPA drug injection was investigated using our proposed model. According to the obtained 
results, most of the patients who had interval grey efficiency of the second type had desirable clinical and 
laboratory conditions and did not have brain bleeding when TPA was injected. The patients who were 
inefficient had little or severe brain bleeding after TPA injection. Neuroscientists confirmed that this 
proposed model worked correctly. For further research, the proposed method can be developed for other 
systems such as meteorology, agriculture, etc. 

The authors would like to thank Dr. Leila Afshar Hezarkhani, Assistant Professor Neuroscience Research 
Center, Health Technology Institute, Kermanshah University of Medical Sciences, Kermanshah, Iran, for 
his efforts in the data gathering and the help during this research. It should be noted that Dr. Leila Afshar 
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