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Abstract.In this article we have considered a non-standard finite difference method for the
solution of second order Fredholm integro differential equation type initial value problems.
The non-standard finite difference method and the composite trapezoidal quadrature method
is used to transform the Fredholm integro-differential equation into a system of equations. We
have also developed a numerical method for the numerical approximation of the derivative of
the solution of the problems. The numerical results in experiment on some model problems
show the simplicity and efficiency of the method. Numerical results showed that the proposed
method is convergent and at least second order of accurate.
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1. Introduction

The occurrence of differential equations and integral equations are of common
in many areas of sciences and engineering. However, the research work in these
particular area resulted in a new specific topic, where both differential and integral
operators appeared together in the same equation. This new type of equations,
were termed as integro-differential equations. In a particular the conversion of a
boundary value problems in the area of study of differential equation to integro-
differential equations, with constant limits of integration, was termed as Fredholm
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integro-differential equations. This class of problems has gained importance in the
literature for the variety of their applications. In most cases it is impossible to
obtain solutions of these problems using analytical methods. There are different
approaches and varieties of numerical and analytical methods are used to solve the
Fredholm integro-differential equations namely difference method and compact
finite difference method[2, 9, 21], an extrapolation method[1], Taylor series[20],
method of regularization[13, 17|, variational method[4], Adomian decomposition
method[19], variational iterations method[15] and references therein reported in
recent past.

In this article we consider a method for the numerical solution of the following
linear Fredholm integro-differential equations of the form

b
y'() = f(z) + / K(x.tyy(t)dt, a<z<b, (1)

subject to the initial conditions

where «, and (3 are real constant. The functions f(z,y) and the kernel K (x,t) are
known. The solution y(x) is to be determined.

This class of problems has gained importance in the literature for the variety
of their applications. In most cases it is impossible to obtain solutions of these
problems using analytical methods. In these cases we resort to approximate solu-
tion of the problems. The emphasis in this article will be on the development of
an efficient numerical method to deal with approximate numerical solution of the
integro differential equation than to proving theoretical concepts of convergence
and existence. Thus the existence and uniqueness of the solution to problem (1)
is assumed. We further assumed that problem (1) is well posed. The specific
assumption on to ensure existence and uniqueness solution to problem (1) will
not be considered. The theorems of uniqueness, existence, and convergence are
important and can be found in the literature[2, 3, 5].

Last few decades have seen substantial progress in the development of approxi-
mate solutions of these problems by non conventional methods. One such method,
a non standard finite difference methods have increasingly been recognized as
efficient method for the numerical solution of initial value problems in ordinary
differential equation [11, 14, 18]. The Non-standard finite difference method is
a simple and generates impressive numerical result with high accuracy. Hence,
the purpose of this article is to develop a non-standard finite difference method
similar to [14] for numerical solution of the second-order initial value problems of
Fredholm integro-differential equation (1).

To the best of our knowledge, no similar method for the numerical solution
of problem (1) has been discussed in the literature so far. We hope that others
may find the proposed method an improvement and appealing to those existing
finite difference methods for the numerical solution of integro differential equations.

We have presented our work in this article as follows. In the next section we de-
rived a non-standard finite difference method. In Section 3, we have discussed local
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truncation error in propose method (5). The application of the proposed method
to the problems in (1) has been presented and illustrative numerical results have
been produced to show the efficiency of the new method in Section 4. Discussion
and conclusion on the performance of the new method are presented in Section 5.

2. The Non-Standard Finite Difference Method

We define N finite numbers of nodal points of the domain [a,b], in which the
solution of the problem (1) is desired, as a < z¢p < 1 < T3 < ...... <y =b
using uniform step length h such that z; = a +ith, ¢ =0,1,2,....., N. Suppose
that we wish to determine the numerical approximation of the theoretical solution
y(x) of the problem (1) at the nodal point z;, ¢ = 1,2,.....,N. We denote the
numerical approximation of y(z) at node = = x; as y; . Let us denote f; as the
approximation of the theoretical value of the source function f(x,y(x)) at node
x =z, 1 =0,1,2....,N. Further we have assumed that K (z,t) is separable
kernel otherwise by using the Taylor series expansion for the kernel, reduce it
to separable kernel. Thus the integro-differential equation (1) at node x; may be
written as

b
y%m—fmﬂnﬁ/Kumwwﬁ ()

We approximate the integral that appeared in equation (2) by the repeated /
composite trapezoidal quadrature method[6] which will yield the following

b n
/Kmﬁww=2mm@ww»Hm (3)

J=0

where a < tg < t1 < tg < ...... <ty =b7=0,1,2,.... , N using uniform step
length h such that t; = a+ jh, j=0,1,2,....., N, Ej; is the truncation error in
4t interval and quadrature nodes A, =0,1,2,...... , N are numerical coeflicients

that

VL $h ifj=0,N
Tk otherwise j =1,2,...... SN —1

do not depend on the function y(t). The term E; in (3) depend on N and large N
reduces Fyj considerably. Thus substituting the value of integral term in (2) from
(3) after neglecting the error terms, we have

N
vl =i+ Kijhy; (4)
=0

Let us assume a local assumption as in [8] that no previous truncation errors have
been made i.e. y(x;) = y; and following the ideas in [10, 12], we propose non-
standard finite difference method for the approximation of the analytical solution
y(x;+1) and derivative of analytical solution y/(z;41) of the problem (1) at node
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T = Tij41 as,

3h2F?
yi+1:yi+hyg+m, i=0,1,2,....; N — 1, (5)
? 7
, , 2hF? ,
yi+1:yi+m, 1=0,1,2,...... N — 1, (6)
K2

where F; = f; + Z;‘V:o K;jAjy; and F] = %—l; Thus we will obtain the system of
nonlinear equations at each nodal point ;41,7 =0,1,2,..... N — 1.

For the computational purpose in Section 4, we have used the following finite
difference approximation in place of hF} in (5) and (6).

hE! = Fyy1 — F (7)

Thus from (7) we can write (5) and (6) as,

3h2F?
1=y +hy — —m— 0,1,2,..... N-—-1 8
Yi+1 Y; + Y; 2(F1+1*4.Fz)7 s Ly 4y ; ) ()
and
Y L S T I S (9)
yl+1_yl E—‘,—l_gFi’ Y Ty Sy ) )

which is an implicit nonlinear system of equations. We have to solve a nonlinear
system with a large number of equations. So there are some complexity in the sys-
tem and so computation is difficult. However we have applied an iterative method
to solve above system of nonlinear equations (8) and (9).

3. Local Truncation Error

The local truncation error at the node x = x;41 using the exact arithmetic, is given
as :

Tit1 =y(xi +h) — yiq1

At the nodal point * = x;41, i = 0,1,2,....., N — 1, the truncation error T;;; in
method (5) may be written as [6],

3n*  F?
Tis1 = Yit1 — yi — hy; — TW
h? hF] _
= Yit1 — yi — hy; — ?yz{/(l - 3F2) '
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Writing the Taylor series expansion for y at nodal point z = x; and binomial
3)

expansion using along with ;' = F/ and vy = F;, we have

Rt (.%(3))2
Ty = o3y —4 ) (10)

Thus we have obtained a truncation error at each node of O(h*). Similarly we can
estimate local truncation error in method (6) at each node z; as,

(3))2

h? 4 (y;
Tha =50 —355). (11)

)

4. Numerical Results

To illustrate our method and demonstrate its computational efficiency, we have
considered two model problems. In each model problem, we took uniform step size
h. In Table 1 - Table 3, we have shown M AY and M DY, the maximum absolute
error in the solution y and derivative of the solution y" of the problems (1) for
different values of N. We have used the following formulas in computation of M AY
and MDY,

MAY = Y — sl
1g5w@0 vil

MDY = '(2:) — 1l
lg%MWJZM

The order of the convergence (Oy) of the method (11) is estimated by the formula

MAYN
(On) = 1Ogm(M)a

where m can be estimated by considering the ratio of N's.

We have used Newton-Raphson iteration method to solve the system of nonlinear
equations arised from equation (8). All computations were performed on a MS
Window 2007 professional operating system in the GNU FORTRAN environment
version 99 compiler (2.95 of gec) on Intel Duo Core 2.20 Ghz PC. The solutions
are computed on N nodes and iteration is continued until either the maximum
difference between two successive iterates is less than 10(-19 or the number of
iteration reached 103.

Problem 1. The model linear problem given by

exp (—3) — 1.0

y'(@) = 9y(w) + S

1
—l—/ y(t)dt, 0<zx<1
0

subject to initial conditions
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The analytical solution of the problem is y(z) = exp(%lac). The MAY, MDY
computed by method (8) and (9) for different values of N and no. of iterations
Iter. are presented in Table 1.

Problem 2. The model linear problem [16] given by

0

y'(@0) = (o) +expl [ tyle-1)de, 1< <0
-1

subject to initial conditions
y(0)=1, and ¢'(0)=-1.

The analytical solution is y(z) = exp(—x). The M AY, M DY computed by method
(8) and (9) for different values of N and no. of iterations Iter. are presented in
Table 2.

Problem 3. The model linear problem [7] given by

1
y'(x) = y(x) — 2+ / xty(t)dt, 0<z<1
0
subject to initial conditions
y(0)=1, and %' (0)=1.

The analytical solution is y(z) = exp(x). The M AY, MDY computed by method
(8)and (9) for different values of N and no. of iterations Iter. are presented in
Table 3.

We have described a numerical method for solving second order Fredholm type
integro-differential equation initial value problem and three model problems con-
sidered to illustrate the preciseness and effectiveness of the proposed method. Nu-
merical results for example 1 which is presented in table 1, for different values of
N show decreases with uniform step size maximum absolute errors in our method
decrease. Similar observation can be found in result of example 2 and 3. Over all
method (5-6) is convergent and convergence of the method does not depends on
choice of step size h .

5. Conclusion

A uniform step size non-standard finite difference method to find the numeri-
cal solution of Fredholm integro differential equation type initial value problems
has been developed. This method has been used for transforming Fredholm in-
tegro differential equation to system of algebraic equations i.e. each nodal point
x = x;j,t = 1,2...N, we will obtain a system of algebraic equations given by (5)
and (6). Thus we have obtained a nonlinear system of equations, which is always
difficult to be solved, disadvantage of the proposed method. The propose method
produces good approximate numerical value of the solution and derivative of the
solution for variety of model problems with uniform step size. The numerical re-
sults for the model problems showed that the proposed method is computationally
efficient. The rate of convergence of the present method is quadratic. It may be an
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advantage of the proposed method that we get numerical value of the derivative
of the solution which otherwise approximated by the difference method. The idea
presented in this article leads to the possibility to develop non-standard uniform
step size difference methods to solve higher order integro differential equations.
Works in these directions are in progress.
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Maximum absolute error (Problem 1).

Maximum absolute error

N =16 N =32 N =64 N =128 N =256 N =512
MAY|71585178(-4) .12278557(-4) .24437904(-5) .17881393(-6) .23841858(-6) .11920929(-6)
MDY|.14553467(-2) .36346415(-3) .90907015(-4) .22138158(-4) .51955381(-5) .14404455(-5)

Tter. 6 4 4 3 2 2
Table 2. Maximum absolute error (Problem 2).
Maximum absolute error

N =16 N =32 N =64 N =128 N = 256 N =512
MAY|12316704(-2) .25701523(-3) .56982040(-4) .12636185(-4) .28610229(-5) .14305115(-5)
MDY|.15672922(-1) .39410591(-2) .98633766(-3) .24580956(-3) .61511993(-4) .16450882(-4)

Iter. 6 8 10 5 4 2
Table 3. Maximum absolute error (Problem 3).
Maximum absolute error

N =16 N =32 N =64 N =128 N =256 N =512

MAY|.14159679(-2) .34070015(-3) .83923340(-4) .21219254(-4) .45299530(-5) .21457672(-5)

MDY

25238991 (-1)

.62396526(-2)

15521049(-2)

.38790703(-3)

5
95367432(-4)

25033951 (-4)

Iter.

) 4

3 3

2

2




