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Abstract. In this work, we consider the parabolic equation: ut —uge; = 0. The purpose of this
paper is to introduce the method of variational iteration method and radial basis functions
for solving this equation. Also, the method is implemented to three numerical examples. The
results reveal that the technique is very effective and simple.
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1. Introduction

Over the last decades several analytically /approximate methods have been devel-
oped to solve nonlinear equations. For initial-value problems in ordinary differential
equations, some of these technique include perturbation [15-17], variational [9-11],
decomposition [2-4] methods, etc [19]. In the recent years, radial basis function
collocation has become a useful alternative to finite difference and finite element
methods for solving elliptic partial differential equations. RBF collocation meth-
ods have been shown numerically (see for example [14]) and theoretically ([7, 8])
to be very accurate even for a small number of collocation points. The varia-
tional iteration method was proposed by He in 1998, and was successfully applied
to autonomous ordinary differential equation [12], to nonlinear partial differential
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equations with variable coefficients [13], and recently to nonlinear fractional dif-
ferential equations [18], and other fields [1, 5]. In this paper we present a good
approximation for solving a parabolic equation.

2. Preliminaries radial basis functions and variational iteration method

Radial Basis Functions (RBFs) are popular for interpolating scattered data since
the associated system of linear equations is guaranteed to be invertible under very
mild conditions on the location of the data points. For example, the thin-plate
spline used in this library only requires that the points are not co-linear. In
particular, Radial Basis Functions do not require that the data lie on any sort of
regular grid.

A radial basis function (RBF) is a function of the form:

N
s(z) = pl@) + Y Nz — ), (1)
i=1

where: s is the radial basis function (RBF for short) and p is a low degree
polynomial, typically linear or quadratic and the A;’s are the RBF coefficients and
® is a real valued function called the basic function and the x; ’s are the RBF
centres.

The RBF consists of a weighted sum of a radially symmetric basic function

¢ located at the centres z; and a low degree polynomial p. Given a set of N points
x; and values f;, the process of finding an interpolating RBF, s, such that,

S(Hfz) = fi, 1= 1, 2, ...,N,
is called fitting. The fitted RBF is defined by the );, the coefficients of the basic

function in the summation, together with the coefficients of the polynomial term
p(x).

For a fixed point z; € R? | a radial basis function is defined:

i) = ol (z —z5) []) (2)

which is function only dependents on the distance between x; € R? and the point
xj. We have GA, MQ, IMQ and IQ-RBF whit the following forms, respectively

¢(r) = exp(—cr?) 3)

o(r) = Vr? +c? (4)
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o(r) = (Vr?+ )™ (5)

$(r) = (r* + )7 (6)

where ¢ is a shape parameter which should be considered suitably also the
Euclidean distance is considered for the RBF. [6]

Variational iteration method:
To illustrate the basic concepts of the variational iteration method, we consider
the following general nonlinear system:

Lu(z) + Nu(z) = f(x) (7)

where L is a linear operator part while N is the nonlinear operator part, and
f(x) is a known analytic function. According to the variational iteration method,
a correction functional can be constructed as follows:

i1 () = () + /0 " MLun(r) + Nii(r) — f(r)}dr (8)

where A is a general multiplier [13], which can be identified optimally via the
variational thory [13], the subscript n denotes the nth approximation, and ,, is
considered as a restricted variation, i.e., du, = 0.

The initial guess can be freely chosen with possible unknown constants; it can also
be solved from its corresponding linear homogeneous equation

Lugy(z) = 0. 9)

3. Parabolic equations

The computational stage of all numerical methods for solving problem of any com-
plexity generally involves a great deal of arithmetic. It is usual therefore to arrange,
whenever possible, for one solution to suffice for a variety of different problems.
This can be done by expressing all equations in terms of non-dimensional variables.
Then all problems with the same non-dimensional mathematical formulation can
be dealt with by means of one solution. The problems need not, be dimensionally
different, but merely variations of the same type of problem, as we would have
with the calculation of the periods of oscillation of springs of different lengths [
supporting different masses m and having different stiffnesses s.

This non-dimensionalizing process is illustrated below with the parabolic equation

ou 0%U
i km, k constant (10)
the solution of which gives the temperature U at a distance X from one end of
a thin uniform rod after a time 7. Let L represent the length of the rod and Uy
some particular temperature such as the maximum or minimum temperature at
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zero time. Put

r=— and u:UUO (11)
Then

U _oU e _oU 1

0X Oz dX Or' L
and

0X?2 7 0X

2 2
8U_6(§U):(%(18U)dm 1 9*U

LoX /"

so equation (10) transforms to

a(qu) ﬁ 82(qu)

or L2 Ox2

i.e.

L oou_ o
EL=2'0T Oz

Writing t = % and applying the function of a function rule to the left side yields

ou o%u
9% o (12)

as the non-dimensional form of (10).
It should be noted that the number representing the length of the rod is 1. [20]

To illustrate the basic concepts of this technique, consider the approxima-
tion solution as:

N
ﬂ(wi,ti) = ch(bj(xiati) (13)
j=1

which ¢;’s are constants and the ¢;’s are radial basis functions. where

#(r) = (Vr2 + c2)~! is a radial basis function on r = ||(x,1)]|.

With substituting equation (13) into equation (8), by considering N = 0 and
f(x,t) = up — Uy, we have:

N

al k+1
PICRE
j J

Jj=1

1c§-’“>[¢j+ / (cjé; — f)dr] (14)

For simplicity we consider

t

aj(zi, t;) = ¢j(zi, t;) +/0 cil(oj)e(x, 7) — (¢5)za(, ) — g, T)]dT

which is a system of equations.
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For solving, we assume N = Nj 4+ Ny that N; denotes the number of
boundary points and Ny shows the number of interior points.

Suppose that the following sets contain a collocation of scattered nodes in every
levels of interpolation

Zp={(x;,t;) €Qx[0,71], i=1,..m}, T>T. (15)

= = {(xi,ti + (k - 1)T1); (xi,ti) ez, i=1,....mk=2,3, } (16)

and the problem has a solution in € x [(k — 1)T}, kT;]. We have a linear system of
equations:

HA=gq

where H = [hi;], A = [Aj].

4. Numerical examples
To illustrate the effectiveness of the present method, several test examples are

consider in this section. We draw Figures in .... step, and obtain good error graphs
for this approximation that are shown in Figures.

Example 4.1 Consider the following partial differential equation:

o) = ot (17
with initial conditions,
u(0,t) =0
u(l,t) = (18)
u(x,0) =
The exact solution is:
u(z,t) = 4ft3 (19)

By considering,

o(r) = (Vr2+c2)~! (20)

with ¢ =2, N =10, 0 < x < 1, we obtain good error graphs:
Example 4.2 We assume,

=3tz +2)

Fat) =~y e (21)



226 S. Hosseini/ IJM2C, 07 - 03 (2017) 221-229.

o

Figure 1. Error function (k = 1).

Figure 3. Error function (k = 3).

with initial conditions,

U(Oat) = 24_%
u(lat) = 2+it3‘

u(z,0) = £t2

The exact solution is:
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As stated before, using equation (20), and by taking ¢ =2, N =10, 0 < z < 1 we
have Figures for function,

Figure 4. Error function (k = 1).

Figure 6. Error function (k = 3).

We can be applied the present method to other problem.
Example 4.3 Consider the following problem:

—3t?sin (z)  sin ()

feh="mTmr T oye

(24)
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by using initial conditions:

u(0,t) =0
u(l,t) = (25)

T _ sin(z)
U( ’ 0) sm2 T
The exact value is:

sin (z)

u(@,t) =53

(26)

Using the method and according to the equation (20), by taking ¢ = 2, N = 10,
0 < z < 1 see Figures for function,

Figure 7. Error function (k = 1).

Figure 8. Error function (k = 2).

5. Conclusions

Variational iteration method and radial basis function have been known as a pow-
erful tool for solving many equations. In this article, we have presented a general
framework of the VIM and RBF method for the partial differential equations like
the parabolic equations. The present work shows the validity and great potential
of this technique for solving the parabolic equations. All of examples show that
the results of the method are in excellent agreement with those obtained by other
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Figure 9. Error function (k = 3).

methods. In this type of problems, if we take care in selection of approximation
radial basis functions and their shape parameter, we can obtain more accurate
solution with less error.

References

(1]
2]
3]
(4]

(5]

6]

7

g

9
[10]
[11]
[12
[13
[14]
[15]
[16]
[17]
18]
[19]

20]

E. M. Abulwafa, M. A. Abdou and A. A. Mahmoud, The solution of nonlinear coagulation problem
with mass loss, Chaos Solitons Fractals, 26 (2006) 313-330.

G. Adomian, Stochastic systems, Academic Press Inc., New York, (1983).

G. Adomian, Nonlinear stochastic operator equations, Academic Press Inc., New York, (1986).

G. Adomian, Solving frontier problems of physics: The decomposition method, Kluwer, Boston,
(1994).

N. Bildik and A. Konuralp, The use of variational iteration method, differential transform method
and Adomian decomposition method for solving different types of nonlinear partial differential equa-
tions, Internat. J. Nonlinear Sci. Numer. Simul, 7 (2006) 65-70.

M. D. Buhmann, Radial basis function, Cambridge monographs on Applied and Computational
Mathmatics, (2004).

C. Franke and R. Schaback, Convergence order estimates of meshless collocation methods using
radial basis functions, Advances in Computational Mathematics, 8 (1998) 381-399.

C. Franke and R. Schaback, Solving partial differential equations by collocation using radial basis
functions, Applied Mathematics and Computation, 93 (1998) 73-82.

Ji-H. He, A new approach to nonlinear partial differential equations, Commun. Nonlinear Sci. Numer.
Simul, 2 (1997) 230-235.

Ji-H. He, Variational iteration method - a kind of non-linear analytical technique: some examples,
Int. J. Non-Linear Mech, 34 (1999) 699-708.

Ji-H. He, Some asymptotic methods for strongly nonlinear equations, Int. J. Modern Phys. 20 (2006)
1141-1191.

Ji-H. He, Variational iteration method for autonomous ordinary differential system, Appl. Math.
Comput. 114 (2000) 115-123.

Ji-H. He, Variational principle for some nonlinear partial differential equations with variable coeffi-
cients, Chaos Solitons Fractals, 19 (2004) 874-851.

E. J. Kansa, Multiquadrics - a scattered data approximation scheme with applications to computa-
tional fluid-dynamics-1I, Computers and Mathematics with Applications, 19 (1990) 147-161.

J. Kevorkian and J. D. Cole, Multiple scale and singular perturbation methods, Springer-Varlag,
New York, (1996).

A. H. Nayfeh, Perturbation methods, John Wiley and Sons, New York, (1973).

A. H. Nayfeh and D. T. Mook, Nonlinear oscillations, John Wiley and Sons, New York, (1979).

Z. M. Odibat and S. Momani, Application of variational iteration method to nonlinear differential
equations of fractional order, Internat. J. Nonlinear Sci. Numer. Simul, 7 (2006) 27-34.

J. I. Ramos, On The Variational iteration method and other iterative techniques for nonlinear
differential equation, Appl. Math. Comput, 199 (2008) 39-69.

G. D. Smith, Numerical solution of partial differential equations, Second edition, Oxford University
Press, (1978).



