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Abstract. This work presents two high-order, semi-discrete, central-upwind schemes for
computing approximate solutions of 1D systems of conservation laws. We propose a central
weighted essentially non-oscillatory (CWENO) reconstruction, also we apply a fourth-order
reconstruction proposed by Peer et al., and afterwards, we combine these reconstructions with
a semi-discrete central-upwind numerical flux and the third-order TVD Runge-Kutta method.
Also this paper compares the numerical results of these two methods. Afterwards, we are in-
terested in the behavior of the total variation (TV) of the approximate solution obtained with
these schemes. We test these schemes on both scalar and gas dynamics problems. Numerical
results confirm that the new schemes are non-oscillatory and yield sharp results when solving
profiles with discontinuities. We also observe that the total variation of computed solutions
is close to the total variation of the exact solution or a reference solution.
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1. Introduction

Hyperbolic systems of conservation laws

ut + f(u)x = 0 u ∈ Rd, d ⩾ 1, (1)

arise in many practical problems such as Biological models [25], shallow water flow
[23], Discrete kinetic models [5], and many other areas in science and engineering.
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Analytical solutions are available only in very few special cases. Therefore, the nu-
merical solution of hyperbolic systems of conservation laws has been an important
field of research for the last decades.
The schemes more commonly used in context are the so-called shock captur-

ing schemes(see for example the book by LeVeque [15]). Among shock capturing
schemes, the most commonly used are finite volume schemes. For these schemes,
the conservation laws are integrated in space and time on control volumes. There-
fore the equation is transformed in integral form. In this formulation, to update the
solution and the cell averages, it is necessary to evaluate numerical intermediate
values of the quadrature formula and flux functions at the edge of each cell.Among
finite volume methods, one should distinguish between upwind and central schemes.
The prototype of upwind schemes is first order upwind, which is first order Go-

dunov method [6], based on the solution of the Riemann problem at cell edges. The
prototype of central schemes is first order Lax-Friedrichs (LxF) scheme [4]. Like
the Godunov method, it is based on piecewise constant approximate solution and
unlike the Godunov method, the LxF scheme is Riemann-solver-free.
Generally, upwind schemes gain sharper resolution than central schemes for the

same order of accuracy and spatial grids because they require some knowledge
about the eigenstructure , but are more expensive, and are more complicated to
be implemented. For this reason, in recent years, central schemes got considerable
attention.
This work has focused on the class of central schemes i.e. schemes that can be

implemented with very little knowledge of the structure of the system of conser-
vation laws. Since the central schemes are Riemann-solver-free, these schemes are
simple to be implemented, and can be extended to multi-dimensional problems.
Central-upwind schemes are semi-discrete variants of central schemes which have

improved efficiency and less dissipation than fully-discrete central schemes. A
second-order semi-discrete central scheme was introduced by Kurganov and Tad-
mor in [13]. The basic idea in the construction of the second-order semi-discrete
scheme was to use more accurate information about the local speed of propaga-
tion of the discontinuities. Modifications to this scheme, based on the one-sided
local speed of propagation, were proposed by Kurganov, Noelle and Petrova in
[11]. These schemes for the evolution step employ integration over Riemann fans
and do not require a Riemann solver and characteristic decomposition, so they are
Godunov-type central schemes. Also, they have an upwind nature, since one-sided
information is used to estimate the width of the Riemann fans.
In this work, we propose a high-order CWENO reconstruction, also we apply

fourth-order reconstruction proposed in [21]. The new schemes use the numerical
flux of [11], refered to as the KNP flux. We combine the KNP flux with these
reconstructions, and the third-order TVD Runge-Kutta scheme, proposed in [24].
Also in this work, we investigate the question of the convergence of the semi-

discrete central scheme for approximating solutions of hyperbolic systems of con-
servation laws. We numerically test the behavior of the total variation (TV ),
TV (u) :=

∑
j |uj+1 − uj |, of the discrete solution. In the case of systems, TV

is defined as the sum of the TV over the components.
A scheme is called total variation bounded (TVB) in 0 ⩽ t ⩽ T , if TV (un) ⩽ K

for fixed positive K (constant K depends only on the initial condition), and
∀n, ∆t s.t. n∆t ⩽ T . If TV (un+1) ⩽ TV (un) then the scheme is total variation
diminishing (TVD). If a scheme is TVB, then there exists a convergent subse-
quence in L1

LOC to a weak solution of (1), which turns into strong convergence
if an additional entropy condition is satisfied (see [15] for more details). Our nu-
merical results suggest that our schemes are TVB which provides evidence of the



R. Abedian/ IJM2C, 07 - 01 (2017) 39-54. 41

convergence of the scheme.
The structure of this paper is as follows: In Section 2 we present our high-order

central-upwind schemes. For do that, we give a brief overview of the derivation of
the KNP flux in Section 2.1. The CWENO reconstruction is summarized in Section
2.2. Also, the fourth-order reconstruction proposed in [21] is summarized in Section
2.3. Next, in Section 3 we present the results of a number of numerical tests of our
schemes. We test both the accuracy and the evolution of the total variation of the
resulting approximations. Finally, Section 4 ends this paper with a brief summary.

2. Semi-Discrete Central-Upwind

In this Section we give a brief overview of the components which we use to construct
our central-upwind schemes. The problem is required to be hyperbolic, i.e. the flux
Jacobian

A =
∂f(u)

∂u
(2)

is required to have both real eigenvalues λ1 ⩽ λ2 ⩽ · · · ⩽ λN and a complete
set of eigenvectors. If the real eigenvalues are distinct then the problem is strictly
hyperbolic and a complete set of eigenvectors is guaranteed.

2.1 The KNP Flux

Consider a uniform spatial grid where the cell Ij = [xj−, xj+] has a width h. Let
the approximation to the cell average of u on Ij be given by ūnj = 1

h

∫
Ij
u(x, tn)dx.

We assume that the cell averages {ūnj } are known at time tn. Let χj(x) be the
characteristic function of the cell Ij . First, from {ūnj }, a piecewise polynomial
ũ(x, tn) :=

∑
j Pj(x)χj(x) was reconstructed. Here, Pj(x) are polynomials of a

suitable degree.The point-values of ũ(x, tn) at the interfaces of the cell Ij are de-
noted by u+j+ := Pj+1(xj+) and u−j+ := Pj(xj+). The left- and right-sided local
speeds of propagation of information from the discontinuities at the cell interfaces,
a1j+, a

N
j+, are estimated by

aNj+ = max

[
λN

(
∂f

∂u
(u−j+)

)
, λN

(
∂f

∂u
(u+j+)

)
, 0

]
, (3)

and

a1j+ = min

[
λ1

(
∂f

∂u
(u−j+)

)
, λ1

(
∂f

∂u
(u+j+)

)
, 0

]
. (4)

These local speeds of propagation are used to determine intervals for averaging
that contain the Riemann fans from the cell interfaces. For more details see [11].
One-dimensional grid updates of the average conserved variables are calculated

using a conservative update as

d

dt
ūj(t) = −Hj+ −Hj−

h
, (5)
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the numerical flux(KNP) in (5) is given by

Hj+ =
aNj+f(u

−
j+)− a1j+f(u

+
j+)

aNj+ − a1j+
+

aNj+a
1
j+

aNj+ − a1j+
(u+j+ − u−j+). (6)

The accuracy of this scheme is determined by the accuracy of the reconstructions
and the ODE solver.

2.2 The CWENO Reconstruction

In the framework of upwind schemes, high-order essentially non-oscillatory(ENO)
reconstructions were proposed in [7]. ENO schemes choose the stencil that provide
the least oscillatory reconstruction. Weighted essentially non-oscillatory (WENO)
reconstructions were described by Liu et al. in [19]. Later, Jiang and Shu in [9] de-
scribed improved smoothness indicators and efficient implementations of WENO
schemes. In [3] high-order ENO reconstructions were first combined with central
schemes. A central WENO(CWENO) reconstruction for 1D hyperbolic conserva-
tion laws was proposed by Levy et al. in [16].
To derive an essentially non-oscillatory reconstruction, three supplementary poly-

nomials (PL(x), PR(x) and PC(x)), approximating u(x) with a lower accuracy on
Ij , are needed to define. Thus, the polynomial of second-order accuracy, PL(x),
is defined on the reduced stencil {Ij−2, Ij−1, Ij}, PC(x) is defined on the sten-
cil {Ij−1, Ij , Ij+1}, whereas PR(x) is defined on the stencil {Ij , Ij+1, Ij+2}. Each
of these polynomials is constructed by posing the following interpolation require-
ments: ∫ xj+l+

xj+l−

PL(x)dx = hūnj+l, l = −2,−1, 0,

∫ xj+l+

xj+l−

PC(x)dx = hūnj+l, l = −1, 0, 1,

∫ xj+l+

xj+l−

PR(x)dx = hūnj+l, l = 0, 1, 2.

Since deg(Pk(x))=2, k = L,C,R, one can rewrite

Pk(x) =

2∑
j=0

aj
j!
(
x− xj

h
)j , k = L,C,R.

For PL(x) defined on {Ij−2, Ij−1, Ij} and PR(x) defined on {Ij , Ij+1, Ij+2}, the
coefficients are respectively(left to right),

a0 =
23
24 ū

n
j + 1

12(ū
n
j−1 − ūnj−2),

a1 = ūnj−2 − 2ūnj−1 +
3
2 ū

n
j ,

a2 = ūnj−2 − 2ūnj−1 + ūnj ,


a0 =

23
24 ū

n
j + 1

12(ū
n
j+1 − ūnj+2),

a1 = −ūnj+2 + 2ūnj+1 − 3
2 ū

n
j ,

a2 = ūnj+2 − 2ūnj+1 + ūnj .
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And for PC(x) defined on {Ij−1, Ij , Ij+1}
a0 =

13
12 ū

n
j − 1

24(ū
n
j+1 + ūnj−1),

a1 = (ūnj+1 − ūnj−1),

a2 = ūnj+1 − 2ūnj + ūnj−1.

The reconstruction is created by considering a convex combination of the above
polynomials,

Pj(x) = wLPL(x) + wCPC(x) + wRPR(x),

wi ⩾ 0 ∀i ∈ {L,C,R},
∑
i

wi = 1. (7)

As already noted in [18], in smooth regions, the coefficients wi of the convex com-
bination in (7) are chosen to guarantee the maximum order of accuracy (in this
particular case, order three), but in the presence of a discontinuity they are auto-
matically switched to the best one-sided stencil (which generates the least oscilla-
tory reconstruction). Following the notations of [24], the weights, wi, are written
as

wi =
αi∑
m αm

, αi =
Ci

(ϵ+ ISi)2
, i,m ∈ {L,C,R}.

The constant ϵ guarantees that the denominator does not vanish and is empirically
taken as ϵ = 10−6. Also, the smoothness indicators, ISi, are defined as

ISi =

2∑
l=1

∫ xj+

xj−

h2l−1(P
(l)
i (x))2dx.

An explicit integration then results in

ISi = a21 +
13

12
a22, i ∈ {L,C,R}.

As already noted in [18], the freedom in selecting these constants, Ci, has no
influence on the properties of the numerical stencil; any symmetric choice, provides
the desired accuracy for Pj(x).
Remark. In the above equations in order to simplify the notations, the upper

index j has been omited. We should remember that the weights and the three
polynomials change from cell to cell.

2.3 The Fourth-Order Reconstruction of Peer et al.

This subsection gives a brief review of reconstruction, for further details see [21].
Polynomial Pj(x) is considered on Ij in the form:

Pj(x) = unj + u′j(
x− xj

h
) +

1

2!
u′′j (

x− xj
h

)2 +
1

3!
u′′′j (

x− xj
h

)3, x ∈ Ij .
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Here, unj , u
′
j/h, u

′′
j /h

2, and u′′′j /h
3 are the approximate point values and the first,

second, and third derivatives of u(x, tn) at x = xj , which are reconstructed from
the cell averages, {ūnj }. It should be noted that this reconstruction [21] satisfies the
following three properties:
• P1− conservation of cell averages: P̄j(x)|x=xj

= ūnj .

• P2− Accuracy: ũ(x, tn) = u(x, tn) +O(h4).
• P3− Non-oscillatory behavior of

∑
j Pj(x)χj(x).

Here P̄j(x) =
1
h

∫
Ij
Pj(x)dx, and χj(x) is the characteristic function of Ij .

In order to guarantee property P1, unj must satisfy

unj = ūnj −
u′′j
24

. (8)

Remark : Starting with third-order and higher-order accurate methods, the point
values aren’t equal with cell averages, unj ̸= ūnj .
The NT scheme [20] uses a second-order accurate limiter for the numerical deriva-

tive u′j in the form

u′j = MM(∆ūnj− 1

2

,∆ūnj+ 1

2

). (9)

Here, ∆ūn
j+ 1

2

= ūnj+1 − ūnj and the MinMod limiter (MM) is defined by

MM(x1, x2, · · · ) =

minp{xp} if xp > 0 ∀p,
maxp{xp} if xp < 0 ∀p,

0 otherwise.

The accuracy of (9) decreases when ∆ūj− 1

2
∆ūj+ 1

2
< 0 = u′j . Thus, the NT scheme

modified the uniform non-oscillatory (UNO) limiter of Harten and Osher [8] by
adding second-order differences to (9) to get high accuracy,

u′j = MM

(
∆ūnj− 1

2

+
1

2
MM(∆2ūnj−1,∆

2ūnj ),

∆ūnj+ 1

2

− 1

2
MM(∆2ūnj ,∆

2ūnj+1)

)
, (10)

where ∆2ūnj = ∆ūn
j+ 1

2

−∆ūn
j− 1

2

.

In order to satisfy properties P2−P3 the modified UNO limiter of [22] has been
used. Similar to the numerical derivative (9), u′′′j depends on its two neighboring
third-order differences

u′′′j = MM(∆3ūnj− 1

2

,∆3ūnj+ 1

2

), (11)

where ∆3ūn
j+ 1

2

= ∆2ūnj+1 −∆2ūnj . For obtaining fourth-order accurate approxima-
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tions of the first derivative, put

u′j = MM

(
∆ūnj− 1

2

+
1

2
MM(∆2ūnj−1 +

7

12
u′′′j−1,∆

2ūnj − 5

12
u′′′j ),

∆ūnj+ 1

2

− 1

2
MM(∆2ūnj +

5

12
u′′′j ,∆

2ūnj+1 −
7

12
u′′′j+1)

)
. (12)

Remark: From (12), there are eight candidates for u′j as following:

• ∆ūj− + (∆2ūj−1 +
7
12∆

3ūj− 3

2
),

• ∆ūj− + (∆2ūj−1 +
7
12∆

3ūj−),

• ∆ūj− + (∆2ūj − 5
12∆

3ūj−),

• ∆ūj− + (∆2ūj − 5
12∆

3ūj+),

• ∆ūj+ − (∆2ūj +
5
12∆

3ūj−),

• ∆ūj+ − (∆2ūj +
5
12∆

3ūj+),

• ∆ūj+ − (∆2ūj+1 − 7
12∆

3ūj+),

• ∆ūj+ − (∆2ūj+1 − 7
12∆

3ūj+ 3

2
).

Now, by considering the Taylor series expansion of function u(x) around the
point xj and definition of ūj =

1
h

∫
Ij
u(x)dx, we obtain

∆ūj− + (∆2ūj−1 +
7

12
∆3ūj− 3

2
)

= (−7/24)ūj−3 + (33/24)ūj−2 + (−69/24)ūj−1 + (43/24)ūj = u′j +O(h4).

Similarly, for seven other candidates, we have the above result, then the formula
in (12) is a consistent approximation of u′(xj).
Also, in order to approximate the point values unj of (8) from the cell averages

{ūnj }, we put

u′′j = MM

(
∆2ūnj−1 + u′′′j−1,∆

2ūnj ,∆
2ūnj+1 − u′′′j+1

)
. (13)

3. Numerical Results

This section describes the results of numerical example on various test problem.
The new semi-discrete CWENO reconstruction and reconstruction of Peer et al.
schemes are abbreviated by SDCS (Semi Discrete Central Scheme) and SDPS (Semi
Discrete Peer Scheme), respectively. The accuracy of the schemes are tested on
problems with smooth solutions and solved various equations which admit non-
smooth solutions. Also the total variation(TV) of the numerical experiments are
tested. To integrate (5) forward in time, the third-order TVD Runge-Kutta method
is used. We also ran our examples with the standard Runge-Kutta method and ob-
served no significant change in the results. In all the numerical experiments below,
the CFL number is equal to 0.45minj

h
|λj | , where here λj denote the eigenvalues of

the Jacobian of f evaluated at xj .
Remark : It should be noted that in Figures, results obtained using the methods

of SDPS, SDCS and exact or reference solution are shown by ”× ”, ” � ” and solid
line respectively.



46 R. Abedian/ IJM2C, 07 - 01 (2017) 39-54.

Table 1. Errors and orders of convergence for advection equation at

T=2.

N L1 error L1 order L∞ error L∞ order

SDPS scheme

25 0.1256(-2) - 0.1859(-2) -
50 0.9272(-4) 3.7598 0.2098(-3) 3.1474
100 0.6477(-5) 3.8395 0.2191(-4) 3.2594
200 0.4535(-6) 3.8362 0.2452(-5) 3.1596
400 0.2324(-7) 4.2864 0.2736(-6) 3.1638
SDCS scheme

25 0.8267(-3) - 0.5437(-3) -
50 0.6838(-4) 3.5957 0.5223(-4) 3.3799
100 0.8289(-5) 3.0443 0.6482(-5) 3.0104
200 0.1040(-5) 2.9946 0.7159(-6) 3.1786
400 0.1295(-6) 3.0056 0.8017(-7) 3.1586

Table 2. Errors and orders of convergence for Test 1 with different ideal weights

(SDCS scheme with different constants)

N L1 error L1 order L∞ error L∞ order

CL = CR = 1
4
, CC = 3

4

25 0.1259(-2) - 0.1855(-2) -
50 0.9270(-4) 3.7636 0.2094(-3) 3.1471
100 0.6476(-5) 3.8394 0.2197(-4) 3.2527
200 0.4538(-6) 3.8350 0.2450(-5) 3.1647
400 0.2322(-7) 4.2886 0.2734(-6) 3.1637
CL = CR = 1

16
, CC = 7

8

25 0.1260(-2) - 0.1794(-2) -
50 0.9201(-4) 3.7755 0.2083(-3) 3.1064
100 0.6471(-5) 3.8297 0.2192(-4) 3.2483
200 0.4524(-6) 3.8383 0.2441(-5) 3.1667
400 0.2324(-7) 4.2829 0.2727(-6) 3.1621
CL = 2

4
, CR = 1

4
, CC = 1

4

25 0.9231(-3) - 0.9754(-3) -
50 0.4357(-3) 1.0832 0.7612(-3) 0.3577
100 0.1789(-3) 1.2842 0.5639(-3) 0.4328
200 0.9870(-4) 0.8580 0.3459(-3) 0.7051
400 0.8231(-4) 0.2620 0.1229(-3) 1.4929

3.1 Scalar Test Problems

As first example, please consider the scalar linear hyperbolic equation

ut + ux = 0, x ∈ [−1, 1],

augmented with the smooth initial data, u(x, 0) = sin(πx), and periodic boundary
conditions. This test is used to check the convergence rate. The L1− and L∞−
norms of the errors and orders are shown in Table 1. The two schemes converge
to third accuracy in L∞, but SDPS converges to fourth accuracy in L1 as the
computational grid is refined. The L1 and L∞ errors and orders of convergence by
SDCS with different weights are shwon in Table 2. As we expect, any symmetric
choice of constants Ci provides the desired accuracy. Note that the TV of the exact
solution equals 4, and remains constant along the evolution.
Next, we solve the linear advection equation ut + ux = 0, over the long time

interval T = 8, on the same domain with periodic boundary conditions and initial
condition u0(x) defined in the Example 1 of [9] as:

u(x, 0) =


1
6(G(x, z − δ) +G(x, z + δ) + 4G(x, z)), −0.8 ⩽ x ⩽ −0.6,
1, −0.4 ⩽ x ⩽ −0.2,
1− |10(x− 0.1)|, 0 ⩽ x ⩽ 0.2,
1
6(F (x, a− δ) + F (x, a+ δ) + 4F (x, a)), 0.4 ⩽ x ⩽ 0.6,
0, otherwise,
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Figure 1. Test 2 by N=400 at T=8. (a): advection equation, and (b): zoomed
region foot. SDPS, SDCS and exact solution are shown by ” × ”, ” � ” and
solid line respectively.

where

G(x, z) = e−β(x−z)2 ,

F (x, a) = (max(1− α2(x− a)2, 0))1/2.

The constants are taken as a = 0.5, z = −0.7, δ = 0.005, α = 10, and β =
(log 2)/36δ2. Note that, this test is used to show the resolution properties of the
schemes. Fig.1 displays the different approximation on 400 cells. SDPS gives an
overall better approximation than SDCS. Also, the SDCS scheme generates oscil-
lations at the foot of the waves. The approximations at T = 8 on 800 cells are
illustrated in Fig. 2. As it can be seen, the SDPS scheme gives an overall better
approximation than the SDCS scheme and is sharper at the top of the wave.
For the third test problem, the initial boundary value problem (IBVP) for the

inviscid Burgers’ equation

ut + (
u2

2
)x = 0, u(x, 0) = 1 + 0.5 sin(πx), x ∈ [−1, 1],

with periodic boundary conditions is considered. It is known that the unique en-
tropy solution of the problem develops a shock discontinuity at Ts = 2/π ≃ 0.7.
Accuracy of the schemes at T=0.12(before shock formation) is tested and the re-
sults are shown in Table 3. Also Table 4 presents the errors by SDPS and SDCS
after the shock(T = 1.5). Comparing the magnitude of errors by SDPS and SDCS
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Figure 2. Test 2 by N=800 at T=8. (a): advection equation, and (b): zoomed
region-wave top. SDPS, SDCS and exact solution are shown by ” × ”, ” � ”
and solid line respectively.

Table 3. Errors and orders of convergence for Burgers’ problem 3 at

T=0.12.

N L1 error L1 order L∞ error L∞ order

SDPS scheme

25 0.8041(-3) - 0.4956(-3) -
50 0.5081(-4) 3.9842 0.5334(-4) 3.2159
100 0.3282(-5) 3.9525 0.4817(-5) 3.4690
200 0.2349(-6) 3.8045 0.5508(-6) 3.1285
SDCS scheme

25 0.9729(-3) - 0.2500(-3) -
50 0.7708(-4) 3.6579 0.1918(-4) 3.7043
100 0.7824(-5) 3.3004 0.1937(-5) 3.3077
200 0.9090(-6) 3.1056 0.2257(-6) 3.1013

Table 4. Errors for approximation of Test 3 at T=1.5.

SDPS scheme SDCS scheme

N L1 error L∞ error L1 error L∞ error
25 0.3525(-1) 0.3071(0) 0.2975(-1) 0.2724(0)
50 0.1648(-1) 0.1934(0) 0.1374(-1) 0.1619(0)
100 0.2223(-2) 0.5182(-1) 0.2322(-2) 0.5402(-1)
200 0.1041(-2) 0.5008(-1) 0.9515(-3) 0.4487(-1)

schemes for this test problem shows that the SDCS yields better accuracy in both
L1 and L∞ norms when T = 1.5.
Fig.3 shows the solution after shock formation at T = 1.5, and the change in

the TV of the approximation for different cells compared with the TV of the exact
solution. The TV of the approximate solutions have the same behavior as the TV
of the exact solution. The value of the TV of the approximate solutions never
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Figure 3. Problem 3 with N = 50. (a): the solution after shock formation at T=1.5. (b): zoomed region.
(c) and (d): the change in the TV of the approximation for different cells(left N = 100 and right N = 200).
SDPS, SDCS and exact solution are shown by ”× ”, ” � ” and solid line respectively.

increase above the exact TV. Both numerical results converge to the exact one,
but it can be seen that the computed TV from SDPS are nearer to the TV of the
exact solution. The TV of the approximate solutions are different from that of the
exact solution for two reasons: (a): the TV is computed on a discrete set of points,
(b): the discrete values of the numerical solution are not exact.

3.2 Systems of Conservation Laws

In this subsection the new semi-discrete schemes are used to solve hyperbolic sys-
tems of conservation laws. In particular, we solve the Euler equations of gas dy-
namics for a polytropic gas:

∂

∂t

 ρ
ρq
E

+
∂

∂x

 ρq
ρq2 + p
q(E + p)

 = 0,

p = (γ − 1)(E − 1

2
ρq2), γ = 1.4. (14)

The time step dynamically with CFL restriction

∆t =
0.9λmaxh

maxj(cj + |qj |)
,

are choosed. cj and qj are the local sound speed and velocity, respectively. This time
step evaluation technique can accommodate for problems where the characteristic
speeds change wildly in time.
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Figure 4. Top and center: Sod problem with N = 100. Bottom: the change in the TV of the approximation
for different cells(left N = 200 and right N = 400) compared with the TV of a reference solution. SDPS,
SDCS and reference solution are shown by ”× ”, ” � ” and solid line respectively.

First, the sod problem proposed in [26] is solved on the domain [0, 1] with initial
data:

u(x, 0) =

{
(1, 0, 2.5)T 0 ⩽ x < 0.5,
(0.125, 0, 0.25)T 0.5 ⩽ x ⩽ 1.

Fig.4 shows the performance of the semi-discrete schemes at T = 0.16 with
N = 100. We observe that the shock and the contact discontinuity are well-captured
at low resolution. The SDPS scheme is sharper and less oscillatory than the SDCS
scheme in particular for the density profile of this Riemann problem. Also, Fig.4
shows the TV behavior of the approximation, compared with a reference solution.
The SDPS scheme overestimates the TV more than the SDCS schme as the problem
is advanced in time, but converges to the TV of the reference solution over time.
Next, the new semi-discrete schemes to the Lax problem are applied. In this test
which is taken from[14] Eq. (14) is solved with the initial condition:

u(x, 0) =

 (0.445, 0.31061, 8.92840289)T 0 ⩽ x < 0.5,

(0.5, 0, 1.4275)T 0.5 ⩽ x ⩽ 1,
x ∈ [0, 1].
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Figure 5. Top and center: Lax problem with N = 100. Bottom: the change in the TV of the approximation
for different cells(left N = 200 and right N = 400) compared with the TV of a reference solution. SDPS,
SDCS and reference solution are shown by ”× ”, ” � ” and solid line respectively.

For this more difficult shock tube problem, Fig. 5 shows the performance of the
new schemes with N = 100 at T = 0.16. Similar to the Sod’s test problem, the
shock and the contact discontinuity are well-captured at low resolution, and SDPS
is sharper and less oscillatory than SDCS. Also, Fig.5 shows the TV at T = 0.16
for different number of cells with SDPS and SDCS. We see that the TV of SDPS
scheme is initially greater than that of the reference solution, but similar to the Sod
problem, converges to the TV of the reference solution over time. The computed
TV from SDPS is nearer to the TV of the reference solution. For N = 200 and 400,
SDCS scheme gives a TV bounded by a maximum in the form of a peak reached
after the first few steps and is then damped. The maximum bound is obtained
earlier in time as the grid is refined, and then the TV comes close to the reference
one. It is interesting, however, that the over-shoot of the TV at early times does
not seem to depend on the mesh resolution.
For next example(known as Woodward and Colella Bang test) which is taken

from[27], the Euler equations (14) is solved with a shock interaction problem. The
solid wall boundary conditions are applied to both ends and the initial data on the
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Figure 6. Results for the Woodward-Colella problem with N = 800 at T = 0.038. SDPS, SDCS and
reference solution are shown by ”× ”, ” � ” and solid line respectively.

domain x ∈ [0, 1] is:

u(x, 0) =

 (1, 0, 2500)T 0 ⩽ x < 0.1,
(1, 0, 0.025)T 0.1 ⩽ x < 0.9,
(1, 0, 250)T 0.9 ⩽ x ⩽ 1.

The numerical results of the density, velocity and pressure profile of this complex
problem are shown in Fig.6. The results are with N = 800 at T = 0.038, and
a reference solution is obtained using 4000 cells. some numerical oscillations are
observed. the SDPS scheme captures the shocks interaction, and in the zoomed
region we see that SDPS is sharper and behaves better with respect to oscillations
compared to the SDCS scheme on 800 cells. The TV of the numerical solutions(not
shown here) converges to the TV of the reference solution, but does not seem to
converge over time. This is not surprising since this example contains sharp peaks
that will not be resolved for coarse meshes.
For the final test(known as shock-Entrop test) which is taken from[24] the Euler

equations (14) is solved with a moving Mach = 3 shock interacting with sine waves
in density i.e.,

u(x, 0) =

{
(3.85714, 10.1418096304, 39.16655928489427)T −5 ⩽ x < −4,
(1 + 0.2 sin(5x), 0, 2.5)T −4 ⩽ x ⩽ 5.

The flow contains physical oscillations which have to be resolved by the numerical
methods. The solution is computed at T = 1.8. The numerical approximations of
the density profile obtained by SDPS and SDCS are shown in Fig.7 along with
a reference solution computed with 5000 cells. In the zoomed region, it can be
observed the SDPS scheme is sharper than the SDCS scheme. Fig.7 also displays
the TV behavior of the approximation, compared with the reference solution. It can
be observed that the TV of our approximations converges to that of the reference
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Figure 7. Top: results for the Shock-Entrop test with N = 200 at T = 1.8. Bottom: the change in the
TV of the approximation for different cells(left N = 200 and right N = 400) compared with the TV of a
reference solution. SDPS, SDCS and reference solution are shown by ”× ”, ” � ” and solid line respectively.

solution, but it can be seen that the computed TV from SDPS are nearer to the
TV of the reference solution.

4. Conclusion

In this work, we have introduced two high-order, semi-discrete, central-upwind
schemes for computing approximate solutions of 1D systems of conservation laws.
First, we would like to comment that these schemes can be easily generalized to
2D problems (dimension-by-dimension finite volume approach). Numerical experi-
ments on scalar problems show that the new schemes resolve discontinuities sharply
while maintaining a non-oscillatory profile. In comparison to the SDCS, it can be
seen that SDPS is sharper and behaves better with respect to oscillations. Also,
the behavior of the total variation (TV) of the approximate solution obtained
with these schemes is checked and observed that the TV of numerical solution is
bounded for the test cases considered. In particular these schemes are applied to
solve Euler equations of gas dynamics. We observed that the TV approaches the
TV of the reference solution in various ways for various cases. For example, in the
Shock-Entrop problem it is monotone while, in the Woodward-Colella problem it
is not.
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