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Abstract. Radial basis function method has been used to handle linear and nonlinear equa-
tions. The purpose of this paper is to introduce the method of RBF to an existing method in
solving nonlinear two-level iterative techniques and also the method is implemented to four
numerical examples. The results reveal that the technique is very effective and simple. The
main property of the method lies in its flexibility and ability to solve nonlinear equations
accurately and conveniently.

Received: 23 October 2017, Revised: 10 January 2018, Accepted: 13 July 2018.

Keywords: First-order evolution equations; Two-level iterative techniques; Radial basis
function; Newton’s method for nonlinear equations.

Index to information contained in this paper

Introduction

Preliminaries radial basis functions and Newton’s method
First-order evolution equations

Two-level iterative techniques

Numerical examples

S Uk W N

Conclusions

1. Introduction

Over the last decades several analytical/approximate methods have been devel-
oped to solve nonlinear equations. For initial-value problems in ordinary differen-
tial equations, some of these technique include perturbation [17, 19, 20], variational
[10-12], decomposition [2-4] methods, etc [21]. In recent years radial basis function
collocation has become a useful alternative to finite difference and finite element
methods for solving elliptic partial differential equations. RBF collocation methods
have been shown numerically (see for example [14]) and theoretically ([7, 8]) to be
very accurate even for a small number of collocation points. In application finite
difference methods often have a low approximation order and consequently can
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require a large grid and considerable computation to obtain a sufficiently accurate
solution. RBF collocation has been applied to linear elliptic PDEs in R? and R?
[15], to time dependent problems [13], and to non-linear problems [18].

In this paper we present new numerical results for RBF collocation, and the
purpose of this work, is to use RBF method to solve two-level iterative techniques
nonlinear equations. We can present this technique to the other similar linear prob-
lems. Here, we try to solve the above equation by RBF collocation methods.

The paper is organized as follows. In Section 2, we consider radial basis func-
tion and newton’s method, respectively. We then introduce first-order evolution
equation and in next section consider two-level iterative techniques and approxi-
mating solution. Some applications to the two-level iterative techniques problems
are presented in Section 5. A summary of the main conclusions presented in the
last section of the paper.

2. Preliminaries radial basis functions and Newton’s method

Radial Basis Functions (RBFs) are popular for interpolating scattered data since
the associated system of linear equations is guaranteed to be invertible under very
mild conditions on the location of the data points. For example, the thin-plate
spline used in this library only requires that the points are not co-linear. In
particular, Radial Basis Functions do not require that the data lie on any sort of
regular grid.

A radial basis function (RBF) is a function of the form:

N
s(@) = p(@) + 3 Mol — ), 1)

=1

where: s is the radial basis function (RBF for short) and p is a low degree
polynomial, typically linear or quadratic and the \;’s are the RBF coefficients and
¢ is a real valued function called the basic function and the z; ’s are the RBF
centres.

The RBF consists of a weighted sum of a radially symmetric basic func-
tion ¢ located at the centres z; and a low degree polynomial p. Given a set of
N points x; and values f;, the process of finding an interpolating RBF, s, such that,
8(337,) = fi, 1= 1,2, ,N

is called fitting. The fitted RBF is defined by the A;, the coefficients of the
basic function in the summation, together with the coefficients of the

polynomial term p(z). [23]

For a fixed point z; € R? | a radial basis function is defined:

¢j(x) = o (z — ;) []) (2)
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which is function only dependents on the distance between xz; € R? and the point
x;. This function is radially symmetric near the center x;.

¢(r) = exp(—er?) 3)

$(r) = V2 + ¢ (4)

However ¢ is a shape parameter which should be considered suitably also the
Euclidean distance is considered for the RBF have a global support. [6]

Newton’s method for nonlinear equations: A system of nonlinear equations
is expressed in the form F(X) = 0 , where F' is a vector-valued function of the
vector variable X; F' : R —» R. Given an estimate X(¥) of a solution X*. Newton’s
method indicates the estimate X *T1 by setting the local linear approximation to
F at X% to zero and solving for X:

J(XW)YH® = —p(x®)
Xkt — x (k) 4 k) k=0,1,2,... ©)

In this calculation, J = J(X®) is the Jacobian matrix of F' at X *).

3. First-order evolution equations

Consider the first-order nonlinear evolution equation, [1, 21]
up = fx,t,u, ug, ugy), 0<t<oo, u(zr,0)=gx) (6)

Where ¢ denotes time 0 < t < oo and « is the spatial coordinates and f is a
nonlinear function of u, u,, u., and the subscripts denote partial differentiation.
Integrated from equation (6) to yield:

u(:z, t) = g(x) + f(f f(x,p, U, Ug Um)d]%

solve iteratively as,
t
Wz, 1) = g() + [y f,p,u,ulf, uly)dp,

which k shows the k th iteration. The g(x) + fot fdp is a contractive

mapping. The convergence of this equation is ensured by Banach’s fixed-point
theorem [22].

In the case that equation (6) represents an ordinary differential equation, i.e.

f = f(u,t), the Picard-Lindelof theorem indicates that equation (6) has a unique
solution if f is continuous with respect to ¢t and Lipschitz continuous with
respect to u, Uy, Uz [9, 16].
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4. Two-level iterative techniques

Equation (6) can be easily written in differential form by partial differentiation
with respect to t. This results in differential form,

uF (2, t) = fa, b, uF T b Gk (7)

)y xx

Equation (7) is a special case of the Bellman-Kalaba’s quasilinearization method
[5], that equation (6) is written as,

up (@, t) = ft, o, uF Tl uE Y 0 <t < 0o, WFT(2,0) = g(z)  (8)

)’ xx

fF+1 is quasilinearized with respect to the k th iteration as

Fla t gt al) & G (P ) B (T ) A L (g -l (9)

which,
FE = ft e ug gt (10)
GF = %(x,t,ukﬂ,uiﬂ,uﬁf) (11)
H* = ;{z (z,t,uPTL WL R (12)
Lk = i‘:x (z,t, uF L Rt g m (13)

substitution of equation (9) into (8) yields the first-order evolution equation,

T = 5 GR ) HE A o) DS ),

14
0<t<oo, ubtl(z,0)=g(z) (14)
Consider the approximation solution as:
N
i=1

which ¢;’s are constants and the ¢;’s are radial basis functions. where
¢i(z,t) = o(||(x — x4, t — t;)||) is a radial basis function on r = ||(z,t)]]. From
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equation (15), we have:

Ut = Z Ci 83? (:Ev t)
=1
N
Up = > ci%(ii (x,t) (16)
i=1
N 2
Ugy = Y. G 86;; (z,t)
=1

Substitution of equation (16) into (14) yields,

ci(9% — Gry — HF9% — [R990) (2 15) = (f* — G*a — H* G, — LFi,,) (17)

o8

I
—

]

By considering,
((ij(z),t5) = di(x),t;)
[olol)
Bij(xj, tj) = 5ot (w, ;)

96,
vij (g, ty) = 92 (2, t5)

and substituting them into equation (17), we have:

N
2 ailBig (@ ts) = Graij(wy ty) = Hig (a5, t5) = DXt g
“[fF — GRa— HMIy — LFiige] = 0

~

That is a nonlinear system of equations.

In order to solve , we consider N = N; + N, consequently, N; denotes the
number of boundary points and No shows the number of interior points.

Suppose that the following sets contain a collocation of scattered nodes in every

levels of interpolation

21 ={(zs,t;) €Qx[0,T1], i=1,...,m}, T >Ti. (19)

= = {(CEi,ti + (k‘ — 1)T1); (ZEi,ti) €=y, 1=1,...,m, k= 2,3, } (20)

and the problem has a solution in Q x [(k — 1)Ty, kT1].

5. Numerical examples

To illustrate the effectiveness of the present method, several test examples are
consider in this section, the accuracy of the technique is assessed by comparison
with the exact solutions. We obtain good approximation which is shown in Figure
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1 and the error graph for this approximation is shown in Figure 2.

Example 5.1 Consider the following nonlinear partial differential equation:

U = Ugpu + 9u® + 2u (21)
initial conditions are,

u(0,t) =0

u(1,t) = sin(3) exp(2t) (22)

u(z,0) = sin(3z)
The exact solution is:
u(z,t) = sin(3z) exp(2t) (23)
We set ¢ as:
¢(r) = exp (—er?) (24)

By considering only the first step of Newton method for nonlinear system and by
taking ¢ = 2, N = 10, 0 < « < 1, we have the error function which is shown in
Figure 1:

Figure 1. Error function.

Example 5.2 We assume another nonlinear example,
Ut = Ugptt — u2 + exp(x?) cos(t) (25)
subject to initial conditions,
u(z,0) =0
u(z, 1) = exp(z?) sin(1) (26)

u(0,t) = sin(t)
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The exact solution is,
u(z,t) = exp(z?) sin(t) (27)

As stated before using equation (24) and by taking ¢ =2, N =10, 0 < z < 1,we
have the error function which is shown in Figure 2:

Figure 2. Error function.

Example 5.3 Consider the following problem:
U = Ugpt + u? — 3u (28)
with the initial conditions:
u(0,t) = exp(—3t)
u(1,t) = (sinl+ cos 1) exp(—3t) (29)
u(z,0) = sinz + cosx
The exact solution is,
u(z,t) = (sinx + cos z) exp(—3t) (30)

According to the equation (24) and considering ¢ = 2, N =10, 0 < z < 1, we have
the error function which is shown in Figure 3:

Figure 3. Error function.
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Example 5.4 Let this problem:

ug = ugu + u2, + 2exp(—z) cos(2t) (31)
initial conditions are:

u(0,t) = sin(2t)

u(1,t) = exp(—1) sin(2t) (32)
u(z,0) =0
with the exact solution,
u(x,t) = exp(—x) sin(2t) (33)

According to the equation (24) and by taking ¢ =2, N =10, 0 < x < 1, we have
the error function which is shown in Figure 4:

Figure 4. Error function.

A very good agreement between the results from the exact solution and the
approximation was observed, which confirms the validity of the present method.

6. Conclusions

Radial basis function method has been known as a powerful tool for solving many
equations. In this article, we have presented a general framework of the RBF
method for two- level iterative equation. The present work shows the validity and
great potential of RBF technique for solving linear and nonlinear equations. All
of examples show that the results of RBF are in excellent agreement with those
obtained by other methods. In this type of problems, if we take care in selection
of approximation radial basis functions and their shape parameter, we can obtain
more accurate solution with less error.
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