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ABSTRACT
Monitoring behavior of children in the home is the ex-
tremely important to avoid the possible injuries. There-
fore, an automated monitoring system for monitoring 
behavior of children by researchers has been considered. 
The first stepfor designing and executing an automated 
monitoring system on children’s behavior in closed spac-
es is possible with recognize their activity by the sensors 
in the environment, collect data, and then use learning 
algorithms. In this paper, a deep learning algorithm to 
recognize and classify children activity in smart home 
is proposed which data collected from sensors in a smart 
environment. Experimental result on ARAS dataset indi-
cates that this type of reorganization is highly effective 
and practical.
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1.   INTRODUCTION
Children usually began walking between 9 and 16 months 
old and faced withthe risk of falling from furniture and 
stairs. Falling out of the window and the bed is one of 
the most important factors in child injuries. Therefore, a 
secure management to prevent injury is essential for chil-
dren. One of the most challenging issues Categories daily 
activities is activities safe and dangerous activities [1,2,3]. 
Although many methods have been proposed for the de-
tection of human activities, Human activity recognition 
is an important task and challenge in terms of detection 
accuracy. The combination of data from multiple sensors 
used to monitor the children’s daily activities [4]. In [5], 
the two sensors mounted on the leg and wrist, in [6] a 
tri-axial accelerometer is mounted on the child’s wrist and 
in another study multiple sensors and spectral analysis 
techniques were used to identify human activity [7]. By 
developing smart technologies in the field of network and 
sensors, the smart environments were designed. Through 
smart environment, the smart homes in the area of human 

activity recognition have attracted great attention. Two 
important technologies to identify human activities in the 
smart environments are used: machine vision and the use 
of the sensor. Sensors for gathering the raw data about the 
physiology body, physical activity and environment are 
used. Automatic detection of child activities using data 
from several sensors have benefits  such as monitoring 
the child’s growth, estimating energy expenditure, pre-
vent childhood obesity, child safety at home and outside 
the home.
Activity detection is classifying problem based on sen-
sors was considered on human body or environment. In 
many developed countries, supervision and simulation 
of physical activity is used to prevent obesity in children 
and adults. In [8], the methods of spectral analysis data 
sensors used to detect activities. Then quadratic separable 
analytics classifier trained using data and is used to detect 
Children’s activities [9]. In [10] tri-axial accelerometer 
sensors and pressure sensor is used to detect Children’s 
activities. Data tagged from the sensors connected to the 
leg and wrists of children 16 to 29 months old have been 
collected. Characteristics such as mean, standard devia-
tion and the slope of the time-range sliding windows have 
been calculated for category and detection of child’s daily 
activities. In [11] a tri-axial accelerometer and tempera-
ture sensor is used to detect activity in children. In this 
paper several sensors and GSM modem connection is 
used to oversee children’s activity. The wireless receiver 
is used to receiving data collected by the sensors. In [12] 
a method to prevent drug allergy, drug interactions and 
children falling from height are provided. By using accel-
erometer sensor and shown on a LCD, Children’s activity 
has been detected. Anything was displayed on the LCD 
with an alert is sent to the mobile Android. In this paper, 
a deep learning algorithm for automatic detection Chil-
dren’s activities in the smart home environment is offered. 
Next section describes the proposed system architecture.
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listed earlier in this section. Different algorithms were 
tested for activity recognition, such as Bayesian network, 
decision trees, and Hidden Markov Models (HMM)[15]. 
It was proved that selection of the algorithm had a great 
influence on final results. Additionally, it was proved that 
segmentation has great impact on the capabilities of activ-
ity recognition algorithms. Reducing energy consumption 
on M2M devices (sensor nodes) is a very important aspect 
that needs to be considered especially when the devices 
are battery powered. Special attention towards energy 
consumption should be paid when deploying software on 
the devices. Wang et al present a distributed event detec-
tion approach using self-learning threshold. Along with 
reliable detection, the authors state that energy saving is 
another major challenge on Resource-constraint sensor 
nodes when designing such system. To tackle the issue 
with energy consumption, within their work they propose 
a timer-based node sleep scheduling to prolong network 
lifetime during the detection process. In most cases when 
solutions for activity detection in smart home environ-
ment were presented, two level event detection approach-
es was proposed. First level refers to activity detection 
on a sensor node, and the second level refers to gateway 
reaching a consensus among individual sensor node de-
cisions about the activity. Also, activity detection made 
great improvements in the area of elderly people assisted 
living[16,17].

3.   PRERPOCESS 
The raw data obtained from the sensors must be processed 
before they can be used in the next step. Must of prepro-
cessing methods contain segmentation and reduced in 
size. The data collected from the sensors are often dirty. 
Data preprocessing mainly including data cleaning to re-
move unwanted samples, interpolation of missing data 
and to deal with data conversion is to put data in the cor-
rect format. The raw data collected from sensors contain-
ing errors, noise and duplicate information. To reduce the 
effect of these problems, the data must be checked.

4.   DIMENSION REDUCTTION
The dimension reduction is similar to extracting features 
that show important data characteristics. Dimension re-
duction feature vectors are done in such a way that rele-
vant information is preserved. The aim of Reduction large 
volume of raw data is due to heterogeneous sensors and 
different type of sensor. A key factor for the performance 
of smart homes is ability to extract useful information and 
summaries of raw data sensors.

5.   FEATURE EXTRACTION
Features are key properties of amounts the data quanti-
ty. A few of the features extracted from the data obtained 

2.   RELATED WORK
Activity detection techniques have been widely re-
searched and some of the findings focusing on smart 
home domain will be presented in this section. Before 
finding algorithms that could recognize activities in real 
time, research activities were focused on offline mech-
anisms which use static data sets, in which all the data 
is firstly stored and then analyzed. Hong and Nugent fo-
cus on segmenting sensor data to extract each segment 
of consecutive sensor events associated with a complete 
activity[12]. They detect using the toilet, taking a show-
er, leaving the house, going to bed and preparing meals. 
By taking into account correlations of locations, objects 
and sensors with activities being monitored, they propose 
three approaches to sensor stream segmentation: loca-
tion-based approach, model-based approach and domi-
nant centered model-based approach. All three algorithms 
showed similarly good performances for segmentation 
and activity classification. However, they point out that 
the increased prevalence of pervasive technologies such 
as mobile phones, tablet computers and wireless sensor 
networks could have an impact on these algorithms since 
they are all based on mappings between objects and activ-
ities, and between locations and activities[13].
Tao Gu et al. present a way to avoid usual supervised 
learning phase in the machine learning process for activ-
ity recognition. They base their algorithm on object-use 
fingerprints and test it on various everyday activities such 
as: making coffee, making phone calls, washing clothes, 
taking pills, reading books, just to mention a few. The 
main idea is to retrieve objects used in a specified activity 
from the Web and identify the relevance weight for each 
retrieved object. Since activities may share common ob-
jects, it is also necessary to mine a set of contrast patterns 
from object
terms and their relevance weights for each activity class. 
Segmenting data is done using the sliding window com-
bined with ”MaxGap” and ”MaxGain” segmentation heu-
ristic algorithms to determine the beginning and ending 
of activity.
The result shows that this recognition algorithm achieves 
precision of 91.4%, which is almost as good as hidden 
Markov model algorithm which includes a learning phase 
(93.5%)[14].
JieWan et al. implement a way to process sensor data and 
recognize activities in real-time. Most of the algorithms 
perform analysis offline, by using stored datasets which 
are good for researches, but in real-world environment 
data should be instantly processed so that the proper ac-
tions can be taken if needed. The authors concentrate on 
data segmentation in real time by using sensor and time 
correlation. Observed activities in this work were also 
usual daily activities in a smart home environment as 
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Every deep belief networks has a lot of layers that are 
built using RBMs. Each RBM contains one stochastic 
hidden layer and a stochastic visible layer [13], [14]. As 
shown in Fig2 and Fig3. Each unit in RBM has an ener-
gy function and the nodes in one layer only connect with 
the nodes between the layers and have no connection and 
conditionally independent in the same layer [9], [11].
 

Figure2. Restricted Boltzmann machine

To generate data from a RBM, we can start with a random 
state in one of the layer and then perform other sampling.  
In this algorithm, all the units’ value should be updated in-
dependently and the sampling can repeat for many times 
until we get our ideal final result. In a RBM, the concept 
that each unit has different activation energy is used. The 
proposed network is divided into several RBM. The train-
ing data entered to the first RBM and RBM is trained. 
Then RBM hidden layer converted to the second layer 
becomes visible. Features learned in the first RMB are 
considered as second RBM input. These Training steps 
until the probability of top layer obtained are repeated. 
After calculating possibilities and weights for each layer, 
the next step begins. In this step, the actual data entrance 
to network and data products from top to bottom process. 
The aim of paper is to find the weights which can mini-
mize error rate. As shown in Figure 3, learning process 
method is proposed, where the network is divided into 
several RBM. Each layer of upper layer is independent 
and is connected to the bottom layer to make a RBM. The 
training data are placed in RAM to be trained RBM. Then, 
the first hidden layer RBM becomes second layer can be 
visible. As you can see training process is top to down.

from sensors is useful to improve the accuracy of the al-
gorithm because in times and computational cost effected 
and reduce them. Features extracted from the raw data 
have unrelated information that can affect to system per-
formance. Many methods to reduce the adverse effects 
such as dependency-based feature selection, support vec-
tor machine feature selection and Forward-Backward Se-
quential Search is proposed.

6. DEEP LEARNING ALGORITHM
A supervised learning algorithm was introduced in 2006 
by Hinton for a class of deep generative models that they 
called deep belief networks (DBNs). In this paper, DBNs 
are used for our researches which have four hidden layers. 
The number of the units in each layer is 10,100,300 and 
300 that shown clearly in figure1.

 
Figure1. Deep Network
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Figure4. Pre Training

Then we can update the weights in every layer by calcu-
lating the differences that generated from the step we dis-
cussed above. In our algorithm, we use back propagation 
algorithm to fine turning our network after pre-training 
it by RBMs. After pre-training process, the weights are 
initialed for the next phase, the fine turning. At last, we 
get the final weights and bias of our model.

 
Figure3. Fine Training

According to compare, the back propagation network 
algorithm is a valid algorithm to train our deep learning 
network. In back propagation network, we put the training 
data into the network, generate the inferred data. Then the 
difference between these two sets of data is fed back, go 
through all the layers in the network. 
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7.    DEEP LEARNING ALGORITHM

In this paper, ARAS dataset [13] for the implementation 
of deep learning networks have been used. This dataset 
offers set of signals that are used to diagnose human ac-
tivities. These signals by sensors that are embedded in 
the home environment have been achieved. These data-
set 3000 different activities within a month for two smart 
homes and several volunteers provide. Due to limitations 
dataset related to activities of children in smart home, ac-
tivities similar to the activities of children in this dataset 
includes eating, sleeping, eating, sitting, standing, falling, 
etc. are used. Activities are divided into four categories 
and accuracy categories of our method for these four cat-
egories are shown in the table1.

Table1. Activity recognition rate

activity 1 2 3 4
accuracy 0.54 0.68 0.65 0.67

8.    CONCLUSION
Therefore, the data collected from the sensors and then 
pre-processed. Then for categorize activities, Dimension 
reduction and feature extraction method based on deep 
belief networks is used.Experimental results in ARAS 
Dataset showed the accuracy of the proposed method is 
acceptable.
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