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ABSTRACT
Main contribution of this work is improving transient 
stability by installing Flexible AC Transmission System 
(FACTS) in power systems. For do this, Unified Power 
Flow Controller (UPFC) has been selected. Also a novel 
structure has been suggested to improve classic Harmo-
ny Search algorithm and suggested improved Harmony 
Search (iHS) algorithm. This algorithm has been used to 
obtain UPFC parameters. Simulation has been performed 
by SIMULINK/MATLAB environment. Simulation re-
sults illustrate power and accuracy of the proposed tech-
nique.

Keywords
Unified power flow controller, Harmony search algo-
rithm, Transient stability improvement, Power system.

1.  INTRODUCTION
In recent years, flexible AC transmission system devic-
es are one of the most effective ways to improve power 
system operation controllability and power transfer lim-
its. Through the modulation of bus voltage, phase shift 
between buses, and transmission line reactance, FACTS 
devices can cause a substantial increase in power transfer 
limits during steady-state [1]. 
The unified power flow controller is regarded as one of 
the most versatile devices in the FACTS device family 
[2-3] which has the ability to control of the power flow 
in the transmission line, improve the transient stability, 
mitigate system oscillation and provide voltage support. 
It performs this through the control of the in-phase volt-
age, quadrate voltage and shunts compensation due to its 
mains control strategy. The application of the UPFC to 
the modern power system can therefore lead to the more 
flexible, secure and economic operation [4].
In this paper, the published paper of UPFC have been 
classified in three categories, which are: placement and 
application as well as control. 
Optimal sizing and siting of UPFC is complex problem 

which has been solved by Group Search Optimization 
(GSO) algorithm, Gravitational Search Algorithm (GSA), 
Cat Swarm Optimization (CSO) algorithm, chemical re-
action optimization algorithm and Particle Swarm Opti-
mization (PSO) algorithm in [5-9], respectively. 
Application of UPFC has been performed in three fields; 
which are oscillation damping [10-12], dynamic stability 
enhancement [13-14], load flow studies [15-17], relaying 
[18-20]. Control design is other challenge of researcher 
which is introduced in [21-23]. 
In this paper, the HBMO algorithm suggested for UPFC 
to damp oscillation and improve transient stability. This 
paper has been organized in five sections. Concept and 
modeling of UPFC has been introduced in section 2. The 
proposed technique for tuning UPFC are discussed in 
third section. Simulation results are available in section 4. 
This work has been concluded in section 5. 
  
2.  FORMULATION
2.1 UPFC concept
The basic components of the UPFC are two Voltage 
Source Inverters (VSIs) sharing a common dc storage 
capacitor, and connected to the power system through 
coupling transformers [24]. Shunt inverter or Static Com-
pensator (STATCOM) is connected to system through a 
shunt transformer which injects varied controlled sinu-
soidal current in coupling point. STATCOM supplies line 
reactive power and simultaneously fix DC-voltage across 
DC-link. Series converter or SSSC regulates transmission 
power in desired value using controlled voltage phase and 
amplitude [25].
The shunt inverter is operated in such a way as to de-
mand this dc terminal power (positive or negative) from 
the line keeping the voltage across the storage capacitor 
constant. So, the net real power absorbed from the line by 
the UPFC is equal only to the losses of the inverters and 
their transformers. The remaining capacity of the shunt 
inverter can be used to exchange reactive power with the 
line so to provide a voltage regulation at the connection 
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Vse is exchange-Series instead of an ideal voltage con-
version, jxs1 and transmission reactance. Series voltage 
sources, Vse, are control variable phase and amplitude. 
Then, we have,
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The injection current by UPFC obtains by converting 
voltage sources, Vs1, to current sources, Iinj. This facts 
has been illustrated in Figure3.  
 

	
			    

Figure 3. Current injection model of UPFC

By considering Figure3, we have:
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where, bs1=1/xs1 is susceptance of transmission line. MB 
and δE are phase and amplitude of injection voltage re-
spect to voltage. Thus we can written, 
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Based on the above equations, 
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point [24-25]. The reactive power of the shunt converter 
can be controlled independently and modeled as a con-
trollable shunt reactive power source. Therefore, to ob-
tain the overall model, the injected reactive power to the 
bus i should be added to the series branch. In this model, 
UPFC is represented by two ideal voltage sources with 
series source impedances, connected in series and paral-
lel with the transmission line, respectively, representing 
the output voltages of series and shunt branches of UPFC. 
However this model is highly suitable for the represen-
tation of UPFC in power flow studies, it does not take 
the operation losses into account in which the proposed 
method in this study accepts [26]. It consists of two back-
to-back, self-commutated, voltage source converters con-
nected through a common dc link [25]. Figure 1 shows the 
basic configuration of a UPFC.
 

Figure 1. Configuration of a UPFC based on two back-to-back 
three-phase converters

2.2 UPFC modeling
Figure2 shows general model of connected UPFC to 
power system. In this paper, current injection model has 
been used for UPFC model. As illustrated in Figure3 is 
observed to model UPFC, voltage and current sources has 
been employed as series and shunt convertors, respective-
ly. 
 

Figure 2. Equivalent circuit of UPFC converters in the transmis-
sion system

In Figure2, current of shunt convertor (Ish) can be decom-
posed to two components phase whit voltage Vi (Ii) and 
perpendicular to it (Iq) as following equation 

  
~ ~ ~

shunt t qI I I= + 	                      		      (1)  
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3.2 Simple HS Structure 
In classic structure, HS algorithm has five steps,
Step i. Initializing problem and parameters: Main goal to 
use this algorithm is minimizing the objective function, 
f(U), that is a vector with the size of decision variables, 
N, then

 

( ){ }
NiUu

UfMin

ii ,..,2,1, =∈                                         (14)

where, Ui is a possible vector of values for each decision 
variable with the size of PAR. 
 Step ii. Initializing harmony memory: HS is a population 
based algorithm. This algorithm is started using an initial 
matrix. Dimensions of this matrix are determined by the 
number of decision variables and harmony memory size. 
Thus, Harmony Memory (HM) is obtained by following 
matrix,
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Step iii. Improvising a new harmony: A new harmony 
is generated according to memory consideration with a 
probability of HMCR. Then, new harmony is produced 
as U’=[u1’, u2’, u3’ , …, uN’]. PAR adjusts parameter 
from memory consideration. Three important rules are 
considered to generate new harmony vector, i.e. (a) mem-
ory consideration, (b) pitch adjustment, and (c) random 
selection. 
     To generate new vector, the value of first decision 
variable (U1NEW) and other decision variables (U2NEW, 
U3NEW ,…, UNNEW) are selected from values in the 
specified HM range based on HMCR,
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any obtained components by the memory consideration is 
examined to determine whether it should be pitch-adjust-
ed or not. This operation uses the PAR parameter, which is 
the rate of pitch adjustment as Eq. (14):

The absorbed active power by shunted convertor with 
power system is calculated by Eq.(8),
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From above equations, we have:
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               So the UPFC injection model parameters ac-
cording to the following Eq.3 are achieved.
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3.   IMPROVED HARMONEY SEARCH 
ALGORITHM
Harmony Search (HS) algorithm has been proposed by 
Geem et al. in 2001 [27]. HS algorithm has been suggest-
ed based on musical improvisation process. 
 3.1 HS algorithm Definitions
Before starting the HSA, a number of parameters should 
be defined, 
•	 The number of Iterations (IN) which is deter-
mined by complexity and nature of problem.
•	 The number of Decision Variables (DVN), which 
set of these DVNs constitute a harmony.
•	 Size of harmony search (SHS) used to specify 
the number of harmonies that will be stored in the harmo-
ny memory.
•	 Pitch Adjustment Rate (PAR) determines prob-
ability value to get decision values. By adding a deter-
mined value, these values are copied from a harmony in 
memory.  
•	 Harmony Memory Considering Rate (HMCR) 
determines the rate at which decision variables in the har-
mony are considered as elements of a new harmony that 
will be created. This parameter is determined between [0, 
1].
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result, an appropriate HMCR (PAR) value can be gradual-
ly learned to suit the particular problem and the particular 
phases of the search process.
The parameter BW is a distance bandwidth for the contin-
uous design variable. A large BW value is in favor of the 
algorithm searching in a large scope, while a small BW 
value is appropriate for fine-tuning of the best solution 
vectors. To well balance the exploration and exploitation 
of the proposed SGHS algorithm, the BW value decreases 
dynamically with increasing generations (IN) as follows:

max min
max

min

2 / 2

/ 2

BW BWBW gen if gen IN
BW IN

BW if gen IN

− − × <= 
 ≥                                                                                (17)

where, BWmax and BWmin are the maximum and mini-
mum distance bandwidths, respectively. gen is the num-
ber of generation. 
The SGHS algorithm does not require a precise setting 
of specific values to critical parameters HMCR, PAR and 
BW in accordance with problem’s characteristic and com-
plexity. These parameters are self-adapted by a learning 
mechanism or dynamically decreased with generation 
counter. Therefore, the SGHS algorithm can demonstrate 
consistently good performance on problems with differ-
ent properties [28].

4.   CASE STUDY
In this section, simulation results are presented in several 
figures. Simulation has been performed by Matlab 2010 
software. First, optimal values for simulation are extract-
ed by HBMO algorithm using coding in mfile environ-
ment. Then, process extraction results are completed by 
applying the values to Simulink environment.  

4.1 Simulation implementation
In simulation process, the HBMO algorithm has been 
used for tuning and extracting optimal values of constant 
parameters. The desired curves obtain by linking results 
coding of mfile to Simulink. Figure4 shows location of 
UPFC in power system. It is assumed that UPFC has been 
installed between buses B1 and B2. Buses B1 and B2 
have been connected to source and network, respectively. 
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The value of (1 - PAR) sets the rate of doing nothing. If 
the pitch adjustment decision for UiNEW is YES, UiNEW 
is replaced as Eq. (15):
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where, BW is an arbitrary distance bandwidth. 
Step iv. Updating HM: In this step, updating process is 
done based on solution of objective function. In other 
words, if related solution of new obtained harmony vector 
is better than the worst harmony vector in the HM, this 
vector is selected. 
Step v. Termination criteria: To terminate algorithm, there 
is two techniques: reach to optimal solution and finishing 
iteration number. In the most optimization problem, sec-
ond criterion is used.

3.3  Self-adaptive Global best HS Algorithm
To obtain better solution in comparison to simple HS al-
gorithm, several improvement techniques have been sug-
gested. These techniques mainly are categorized in two 
groups. The goal of first group is adapting control param-
eters of HS algorithm. Second category has focused on 
change structure of simple HS algorithm operators and/
or adding new operator. In this paper, a method of first 
category has been used to improve simple HS algorithm. 
In the SGHS algorithm, four control parameters HMS, 
HMCR, PAR and BW are closely related to the problem 
being solved and the phase of the search process which 
may be either exploration or exploitation. In this paper, 
HCMR and PAR are dynamically adapted to a suitable 
range by recording their historic values corresponding to 
generated harmonies entering the HM. We assume that the 
HMCR (PAR) value is normally distributed in the range 
of [0.9, 1.0] ([0.0, 1.0]) with mean HMCRm (PARm) 
and standard deviation 0.01 (0.05). Initially, HMCRm 
(PARm) is set at 0.98 (0.9). And then SGHS starts with 
a HMCR (PAR) value generated according to the normal 
distribution. During the evolution, the HMCR (PAR) val-
ue associated with the generated harmony successfully 
replacing the worst member in the HM is recorded.
After a specified number of generations LP (i.e., the learn-
ing period which is 100 in our experiment), HMCRm 
(PARm) is recalculated by averaging all the recorded 
HMCR (PAR) values during this period. With the new 
mean and the given standard deviation of 0.01 (0.05), new 
HMCR (PAR) value is produced and used in the subse-
quent iterations. The above procedure is repeated. As a 
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flow utility of the Powergui block.

 
Figure 5. Structure of the connected turbine to Synchronous 

Generator

b. Excitation system
The exciter is represented by the following transfer func-
tion between the exciter voltage Vfd and the regulator’s 
output Ef:
 	                                          				  

1fd
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V
E K sT

=
+                                                      (19)

•	 Low-pass filter time constant
The time constant Tr, in seconds (s), of the first-order sys-
tem that represents the stator terminal voltage transducer 
which is 20×10-3 second.
•	 Regulator gain and time constant
The gain Ka and time constant Ta, in seconds (s), of the 
first-order system representing the main regulator. The 
values of Ka and Ta are 200 and 0.001 second, respec-
tively. 
•	 Exciter
The gain Ke and time constant Te, in seconds (s), of the 
first-order system representing the exciter are 1 and 0, re-
spectively.
•	 Transient gain reduction
The time constants Tb, in seconds (s), and Tc, in seconds 
(s), of the first-order system representing a lead-lag com-
pensator and both are considered zero.
•	 Damping filter gain and time constant
The gain Kf and time constant Tf, in seconds (s), of the 
first-order system representing a derivative feedback. The 
values of these parameters are 0.001 and 0.1, respectively.
•	 Regulator output limits and gain
Limits Efmin and Efmax are imposed on the output of the 
voltage regulator. The upper limit can be constant and 
equal to Efmax, or variable and equal to the rectified stator 
terminal voltage Vtf times a proportional gain Kp. If Kp is 
set to 0, the former applies. If Kp is set to a positive value, 
the latter applies. The applied values to Efmin, Efmax and Kp 
are zero, 7 and zero, respectively.
•	 Initial values of terminal voltage and field volt-
age
The initial values of terminal voltage Vt0 (pu) and field 
voltage Vf0 (pu). When set correctly, they allow you to 

Figure 4. General Structure of sample system

4.1.1 General Characteristics of Synchro-
nous Generator
Energy source of system is a three phase machine 1000 
MVA, line to line voltage 13.8 kV and frequency 60 Hz. 
Values of reactance Xd, X’d, Xq and X’q in pu are 0.296, 
0.252, 0.474 and 0.243, respectively. Stator resistance is 
2.8544×10-3 pu. Value of internal factor (H(s)) and the 
number of pole pair of machine are 3.7 and 32, respec-
tively. 

4.1.2 General specifications of the turbine
The used generator rotates by a turbine. Figure5 shows 
structure of turbine and regulator. This block diagram 
consists of a mechanical input, hydraulic turbine and gov-
ernor and excitation system. 
a. Hydraulic turbine and governor
•	 Servo-motor
The gain Ka and time constant Ta, in seconds (s), of the 
first-order system representing the servomotor. In this 
case, Ka and Ta are 10.3 and 0.07 second, respectively. 
•	 Gate opening limits
The limits gmin and gmax (pu) imposed on the gate opening, 
and vgmin and vgmax (pu/s) imposed on gate speed, which 
are 0.01, 0.97518, -0.1 and 0.1, respectively. 
•	 Permanent droop and regulator
The static gain of the governor is equal to the inverse of 
the permanent droop Rp in the feedback loop. The PID 
regulator has a proportional gain Kp, an integral gain Ki, 
and a derivative gain Kd. The high-frequency gain of the 
PID is limited by a first-order low-pass filter with time 
constant Td (s). Values of Rp, Kp, Ki, Kd and Td are 0.05, 
1.163, 0.105, 0 and 0.01, respectively.
•	 Hydraulic turbine
The speed deviation damping coefficient β and water 
starting time Tw (s), which are equal to 0 and 2.67, re-
spectively. 
•	 Initial mechanical power
The initial mechanical power Pm0 (pu) is equal to 
0.952577. This value is automatically updated by the load 
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Figure 8. Changes in the control parameter lambda

Finally, voltages of buses B1 and B2 are visible in Fig-
ure9.
 

Figure 9. Voltages of Buses B1 and B2

CONCLUSION
In this paper, dynamic behavior problem of power sys-
tem has been improved by installing UPFC. One of the 
main challenge has been considered in problem formu-
lation; i.e. oscillation damping and transient stability im-
provement. The problem has been optimized by HBMO 
algorithm. Four parameters have been considered in ex-
traction results, which are:  dynamic response for speed, 
transformed power between two buses, changes in the 
control parameter lambda and voltages of buses B1 and 
B2. From simulation results which visible in Figs. 6-9, it 
can be claimed that distortion usually occurs in mid-cy-
cle. The first cycle is the worst possible response and ex-
treme distortions. The two curves of dynamic response for 
speed and transformed power between two buses have a 
similar behavior. 

start the simulation in steady state. Initial terminal voltage 
should normally be set to 1 pu. Both Vt0 and Vf0 values 
are automatically updated by the load flow utility of the 
Powergui block.
4.1.3 Transmission system
The transmission system is a grounded star system which 
line to phase voltage (in kV), nominal frequency (in Hz), 
active power (in kW) and capacitive reactive power (in 
KVAr) are 20, 60, 125 and 1000, respectively. 
4.1.4 Three phase source
Effective phase to phase voltage (in kV), frequency (in 
Hz), source resistance (in Ω) and source reactance (in H) 
are 500, 60, 0.8929 and 16.58×10-3.

4.2 Simulation results
Fig 6 illustrates dynamic response for speed. By consid-
ering the figure, it can be claimed damping obtains in all 
cycles except first cycle. The maximum and minimum 
bounds are 1.025 and -0.96, respectively.

 
Figure 6. Dynamic response for speed

Figure 7 shows transformed power between buses B1 and 
B2 where UPFC has been installed. By focusing in this 
figure it can be claimed that however a distortion happens 
in middle cycles but in the rest places, curve is returned 
to 5000.  In the beginning, this amount reached more than 
16000.
 

Figure 7. Transformed power between two buses

Changes in the control parameter lambda are visible in 
Figure8. You could say the behavior is similar to the curve 
7. Maximum and minimum range is respectively 9 and 6.
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