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On Inconsistency of a Pairwise ComparisonMatrixA. Davoodi �Department of Mathematics, Islamic Azad University, Neyshabur Branch, Neyshabur, Iran.Received 6 September 2009; revised 5 Desember 2009; accepted 25 Desember 2009.|||||||||||||||||||||||||||||||-AbstractAnalytical Hierarchy Process is a method of solving a Multiple Attribute Decision Mak-ing. This method is based on the pairwise comparisons between the alternatives. Thesecomparisons form a matrix named pairwise comparison matrix or judgment matrix. Theweights of mentioned alternatives will be determined from this mentioned above matrix.In the case of consistency of the judgments, the cited weights are reliable and trusty. Onthe other hand, if the consistency of the judgment matrix is not acceptable, the resultsu�cient level of trust. In this case it is requested that the decision maker revise the judg-ment. In this paper we propose a method to approximate a consistent judgment matrixfrom an inconsistent one without the revision of the judgments. This method is based ondecreasing the e�ects of the mistakes made by the decision maker.Keywords : Decision analysis; Analytical hierarchy process; Consistency.||||||||||||||||||||||||||||||||{1 IntroductionAnalytical Hierarchy Process (AHP) is a method for solving a multiple criteria decisionmaking problem and is widely used now (See Poh and Ang [12] , Chang et al [2], Wongand Li [19] and Vidal et al [17]). In this method the Decision Maker expresses his/herconcept(opinion) as a matrix named Pairwise Comparison Matrix (Saaty [14]). A typicalform of a hierarchy with k criteria and n alternatives is presented in Fig. 1.�Email address: alirzd@yahoo.com, Tell:(+9891)53000437
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Fig. 1. A typical hierarchy with 3 levels.In this method every pair of alternative (criterion) must be compared with each otherwith respect to the common alternative at their higher level. In each comparison thisquestion must be answered: which one is more important and how much? Saaty [14]introduced the numbers f1; 2; :::; 9g to express the rating preferences between each pairof stimulus. The pairwise comparison matrices have some interesting properties: 1)Theelements on the main diagonal are equal to 1 to indicate the preference of each alternativeover itself. 2) If the preference of Ai(alternative i) over Aj(alternative j) is equal toh, then the preference of Aj over Ai is equal to 1h . This property is called reciprocally.These properties show the elements of the judgment matrix are positive. Also supposeaij ; i; j = 1; :::; n are the elements of a pairwise comparison matrix for n alternatives. Thismatrix is called consistent if the equation aij = aik � akj is held for all i; j; k 2 f1; :::; ng.But in reality the comparison of each three alternatives may lead to creating inconsistency.Saaty [14] also introduced a Consistency Ratio(CR) for a pairwise comparison matrix.By this de�nition if CR exceeds 10%, he recommended that the decision maker revisehis/her elicited preferences (Saaty and Mariano [13] , Wind and Saaty [18]). Some ofthe limits on AHP were presented by Murphy [11] including the errors created by thescale of pairwise comparison. Inconsistency causes errors and lack of certainty to get thelogical and true results. There are some approaches trying to convert an inconsistentmatrix into a consistent one( or by CR less than 10%) as the modi�ed matrix has the leastdi�erence compared to the primeval matrix (Koczkodaj and Orlowski [8]). Kwiesielewiczand Uden [9] have presented the relationship between inconsistent and contradictory ofmatrices of data and it shows that even if a matrix can pass a consistency test successfully,it may be contradictory. A new de�nition of inconsistency described in (Koczkodaj [7] ,Duszak and Koczkodaj [5]) allows us to locate the roots of inconsistency and it is claimedthat this de�nition is easier to interpret than the current one. There are two sourcesfor inconsistency of a judgment matrix have been introduced by Dadkhah and Zahedi[3] including the decision maker's preference and the way of eliciting the decision maker'spreference. Furthermore, this paper provides an algorithm for moving towards consistencyand shows mathematically why the algorithm works. Several open mathematical questionsabout the structure of the set of positive reciprocal matrices were considered by Deturck[4]. Moreover, Aczel and Saaty [1] found the geometric mean to be the way to synthesizethe judgments of several individuals to conform with the reciprocal property of pairedcomparisons. Also a new consistency measure, the harmonic consistency index that hasbeen introduced by Stein and Mizzi [15], was obtained for every positive reciprocal matrix344
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in the AHP and it was shown that this index varies with changes in any matrix element.In this paper we propose a simple approach to get a consistent approximation ofan inconsistent matrix without the revision of decision maker's preferences. Section 2presents some preliminaries in AHP. In section 3 our method and its properties are stated.In section 4 this method is applied to an inconsistent matrix. Finally section 5 concludes.2 PreliminariesAHP is a method for solving an MCDM problem in discrete space. This method includes3 steps: the �rst step creats a hierarchy that shows the problem graphically. The goal is atthe top level, the criteria are in the intermediate levels and the alternatives are in the lowestlevel. The elements of each level will be compared to the elements in that level with respectto the common elements of their higher level. These comparisons lead to create pairwisecomparison matrices showing the ratio preferences and value of alternatives. These ratiopreferences are stated as numbers of the set f1; :::; 9g. AHP is based on calculating localweights and �nal weights. The local weights of each comparison matrix are determinedby the eigenvector corresponding to the greatest eigenvalue of the cited matrix. In otherwords if A is a consistent pairwise comparison matrix, then the vector W determined byAW = �maxWis the vector of local weights. The �nal weight of each alternative is calculated as follows:Final weight of Aj = Pi(local weight of criterion i)�(local weight of Aj with respect ofcriterion i).Alternatives could be sorted by these �nal weights. The more the �nal weight, the morethe priority.Suppose Pn�n is a typical pairwise comparison matrix of n alternatives and w1; w2; :::wnare their corresponding weights. The element at the row i and the column j is wiwj , sothe element at the row j and the column i will be wjwi (reciprocally property). Also theelements on the main diagonal are equal to 1. Moreover this matrix is consistent if theequation wiwj = wiwk � wkwj is held for all i; j; k, otherwise it is inconsistent. The ConsistencyRatio (CR) has been introduced to show the value of the consistency of a matrix. It hasbeen shown that for a consistent judgment matrix, its greatest eigenvalue is equal to thedimension of the matrix. So the distance between �max and n can be used as a measurefor inconsistency. The consistency ratio is calculated as CR= �max�n(n�1)�RI , where RI is a ran-dom inconsistency index, whose value varies with the order of pairwise comparison matrix.Table.1 shows this index for some orders. RI is the basis for de�ning the consistency ra-tio. It has been discussed by Lane and Verdini(1989) and Golden and Wang(1990). AlsoTummala and Wan (1994) presented a closed-form expression for the largest eigenvalue ofa three-dimensional random pairwise comparison matrix and the exact value of the meanand variance of the cited matrix. If CR � 0.1, the pairwise comparison matrix is thoughtto have an acceptable consistency otherwise, it needs to be revised. For a consistent ma-trix all the methods of deriving weights have the same results. In this case the elementsof each column of normalized corresponding matrix are the weights.
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Table 1Random inconsistency index for pairwise comparison matrices with the order from 1 to 10n 1 2 3 4 5 6 7 8 9 10RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.493 An Approach to get consistencyFirst we present an important discussion that is useful for the rest of this paper.3.1 InconsistencySuppose the following judgment matrix between three alternatives:R = 24 1 3 51=3 1 x1=5 1=x 1 35 ;and w1; w2; w3 are the corresponding weights respectively. Suppose the Decision Maker�rst presents his/her opinion about the preference of alternative 1 over others by �llingrow 1. Since the matrix must be reciprocal, it is su�cient to �ll the elements above themain diagonal. If this matrix is consistent the following equation must be held:w2w3 = w2w1 � w1w3 = 1w1w2 � w1w3 = (1=3) � 5 = 5=3So if x = 5=3 the judgment will be consistent. Here the �rst reason of inconsistencyappears. The general scale of AHP to compare two stimulus has the form off1=9; 1=8; :::; 1=2; 1; 2; :::; 9g, and 5/3 does not belong to this scale. This example showsone of the reasons of inconsistency is the lack of an appropriate scale. To overcome thisproblem, it is more appropriate to use the numbers of the form fa=b; a; b 2 f1; :::; 9gg. Thismodi�ed scale allows the clever decision makers to present a consistent judgment. Nowsuppose the matrix R again. Decision maker judged three times: Comparison betweenalternative 1 and alternative 2, 2 and 3, and �nally between 1 and 3. In spite of usingthe new scale numbers, if the matrix is still inconsistent, it can be concluded that thedecision maker judged wrong at least in one of his/her comparisons. Now consider thefollowing three situations: (a) The comparisons between alternative 1 and alternative 2 andbetween 1 and 3 are logically correct, so the mistake(error) has happened in comparisonbetween alternative 2 and alternative 3. (b)The comparison between 1 and 2, 2 and 3are correct, so the mistake happened in comparison between 1 and 3. (c)The mistakeoccurred while alternatives 1 and 2 is compared. Situation (a) states that the �rst rowof the pairwise comparison matrix involves the reliable data(its elements are consistentwith the subjective judgment of decision maker). Now consider situation (b), since bycomparison of alternatives 1 and 2 the preference of alternative 2 over alternative 1 isrecognized(by the reciprocally), as a result the elements of the second row of the pairwisecomparison matrix are known. We should keep in mind that elements on the main diagonalare equal to 1. Considering the preceding discussion, the elements of the third row of thematrix are known by situation (c). Here we show that in general if the preferences of justone alternative over the others are apparent, then a consistent pairwise comparison matrixwill be created. In other words, each row of a matrix conduces to a consistent matrix.Consider an n�dimension pairwise comparison matrix and suppose the elements of the row346
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o; o 2 f1; :::; ng are known. These elements are wow1 ; wow2 ; :::; wown , in which wi; i = 1; :::; n isthe weight of alternative i. With the consistency condition, we can determine the elementsof the row k as follows:wkwi = wkwo � wowi = 1wowk � wowi , in which wowi ;8i and the wowk are known by row k. We can repeatthis procedure for i = 1; :::; n i 6= o. Here the reciprocally property of matrix helps us alot.Example: Consider a pairwise comparison matrix with 4 rows and 4 columns. The secondrow is as � 3 1 2 1=4 �we now try to create three other rows as:w1w1 = 1, w1w2 = 1w2w1 = 1=3, w1w3 = w1w2 �w2w3 = (1=3)�2 = 2=3, w1w4 = w1w2 �w2w4 = (1=3)�(1=4) = 1=12Third row: w3w1 = w3w2 � w2w1 = 1w2w3 � w2w1 = (1=2) � 3 = 3=2, w3w2 = 1w2w3 = 1=2, w3w3 = 1,w3w4 = w3w2 � w2w4 = (1=2) � (1=4) = 1=8In the same manner the elements of row 4 will be 12, 4, 8 and 1. So the createdconsistent matrix is as: T = 2664 1 1=3 2=3 1=123 1 2 1=43=2 1=2 1 1=812 4 8 1 3775This example shows an interesting note. If a typical pairwise comparison matrix is con-sistent, the elements of each row are in fact con�rmation for other rows. For instance ifwe want to make a consistent matrix by the forth row as� 12 4 8 1 � ;the produced matrix is the same as matrix T. If that matrix is consistent, the decisionmaker certi�es his/her opinion iteratively by �lling each row of the judgment matrix, .Now consider an inconsistent pairwise comparison matrix again. The decision makermade at least one mistake while �lling this matrix, but where? The goal is to decreasethe e�ects of this mistake during the decision process. It is not logically true to requestthe decision maker to revise his/her �rst opinion. Since if he/she was able to recognizethe mistake, probably he/she could be able to remove that in the �rst place. Here wepropose our method to decrease the e�ects of carelessness of decision maker. Consider ann-dimensional inconsistent pairwise comparison matrix(P0). Suppose the decision makerjudged right at comparing the �rst alternative with the others. In other words the elementsof the �rst row are logically true. We may set this row as criterion row. By the methoddescribed in the previous discussion, we can construct a consistent pairwise comparisonmatrix named P1. Now matrix P2 is created by setting the second row as the criterion row.The matrices P3; :::; Pn will be constructed in the same manner. Finally these matricesmust be combined with each other. We propose the geometric mean as follows: considermatrix P = [pij ]; i; j = 1; :::; n. Now de�ne pij = (p1ij � p2ij � ::: � pnij) 1n , in which Pk = [pkij ];for i; j; k = 1; :::; n.Theorem 3.1.1. The matrix P created by the geometric mean satisfy the following prop-erties:a) elements on the main diagonal equal to 1347
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b) reciprocallyc) consistencyproof: Suppose wki is the weight of the alternative i determined by the matrix Pk.Since matrices P1; :::; Pn are consistent pairwise comparison matrices, they are satis�ed inconditions a) and b), sopii = (1 � 1 � ::: � 1) 1n = 1, for i = 1; :::; n thus the �rst condition is held. Alsopij = (p1ij�p2ij�:::�pnij) 1n = (w1iw1j �w2iw2j �:::�wniwnj ) 1n = ( 1w1jw1i � 1w2jw2i �:::� 1wnjwni ) 1n = 1(w1jw1i �w2jw2i �:::�wnjwni ) 1n = 1pji ,this is the reciprocally condition. For the third condition we must show equationpij = pik � pkj is held for i; j; k = 1; :::; n.pij = (w1iw1j � w2iw2j � ::: � wniwnj ) 1n = ((w1iw1k w1kw1j ) � (w1iw2k w2kw2j ) � ::: � (wniwnk wnkwnj )) 1n = (w1iw1k � w2iw2k � ::: � wniwnk ) 1n �(w1kw1j � w2kw2j � ::: � wnkwnj ) 1n = pik � pkj for i; j; k = 1; :::; n. In which the second equality is held bythe consistency property of each Pk for k = 1; :::; n.Here we summarize these discussions as the following algorithm:Algorithm :Input: An n dimensional inconsistent pairwise comparison matrix P0.output: Matrix P that is a consistent approximation of the matrix P0.For i = 1 to nSet row i as the criterion row and construct matrix Pi.End forBy the geometric mean construct matrix P by matrices P1; P2; :::; Pn.This method in fact decreases the e�ects of errors that were created by the decisionmaker's mistakes. Moreover the elements of the �nal matrix do not necessarily need to benumbers 1; :::; 9. At the example in the next section we will study this situation.4 Numerical ExampleMatrix P0 is inconsistent and its ratio inconsistency is equal to 0.84 (Also the value ofthe greatest eigenvalue is equal to 8.77). Although the matrix is inconsistent, we calculateits corresponding weight vector for comparison with the one calculated by the proposedalgorithm. The (inconsistent) vector of weights is equal to (0.117, 0.099, 0.344, 0.204,0.232). We now deal with our algorithm to get a consistent matrix. First matrices P1; :::; P5are created and then the �nal matrix P will be determined by the geometric mean of thesematrices. P0 = 266664 1 1=2 1=3 1=4 32 1 1=4 2 1=53 4 1 1=3 84 1=2 3 1 1=61=3 5 1=8 6 1 377775P1 = 26664 1 1=2 1=3 1=4 32 1 2=3 1=2 63 3=2 1 3=4 94 2 4=3 1 121=3 1=6 1=9 1=12 1 37775 ; P2 = 26664 1 1=2 1=8 1 1=102 1 1=4 2 1=58 4 1 8 4=51 1=2 1=8 1 1=1010 5 5=4 10 1 37775
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P3 = 26664 1 4=3 1=3 1=9 8=33=4 1 1=4 1=12 23 4 1 1=3 89 12 3 1 243=8 1=2 1=8 1=24 1 37775P4 = 26664 1 1=8 3=4 1=4 1=248 1 6 2 1=34=3 1=6 1 1=3 1=184 1=2 3 1 1=624 3 18 6 1 37775 ; P5 = 26664 1 15 3=8 18 31=15 1 1=40 6=5 1=58=3 40 1 48 81=18 5=6 1=48 1 1=61=3 5 1=8 6 1 37775P = 266664 1 0:910 0:330 0:660 0:6311:099 1 0:362 0:725 0:6933:030 2:762 1 2 1:9131:515 1:379 1=2 1 0:9561:585 1:443 0:523 1:046 1 377775It is easy to show that the ratio inconsistency for intermediate matrices P1; P2; P3; P4; P5is equal to zero. The value of the greatest eigenvalue for all intermediate and �nal matricesis equal to 5. The numbers in the matrix P have been rounded. Moreover this matrix issatis�ed in the conditions of theorem 3.1.1. Finally the revised vector of weights is equal to(0.121, 0.133, 0.368, 0.184, 0.192). This vector must be replaced by the �rst inconsistentvector in the decision process.5 ConclusionThe existence of the right judgments of the decision maker has an important role in creatingthe pairwise comparison matrix in Analytical Hierarchy Process. If the judgment matrixdoes not have an acceptable level of consistency, the results are not reliable. There aresome approaches producing consistent approximation of an inconsistent matrix. In thispaper we proposed a simple objective to determine a consistent judgment matrix from aninconsistent one. This method is based on decreasing the e�ects of the mistakes made bythe decision maker. In fact decision maker with a correct and logical judgment certi�eshis/her opinion by �lling each row of the judgment matrix. So the elements of the matrixcan be determined directly from just one row. But in the case of inconsistency of thejudgment matrix, elements of some rows can not be determined from others, moreover theelements of some rows have con
icts with some others. In this case it is not clearly knownwhere the decision maker has some mistakes. The method in this paper can decrease thee�ects of these mistakes in a sequence of simple computations.References[1] J. Aczel,T. L. Saaty, Procedures for synthesizing ratio judgements, Journal of Mathe-matical Psychology 27 (1983) 93-102.[2] C. W. Chang, Cheng-Ru Wu, Chin-Tsai Lin, Huang-Chu Chen, An application ofAHP and sensitivity analysis for selecting the best slicing machine, Computers andIndustrial Engineering 52(2) (2007) 296-307.[3] K. M. Dadkhah, F. Zahedi, A Mathematical treatment of inconsistency in the AnalyticHierarchy Process, Mathematicl and Computer Modelling, 17 (1993) 111-122.349
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