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———————————————————————————————-
Abstract
This paper proposes a method for evaluating the efficiency of decision making units
(DMUs) by using principal component analysis. This efficiency deals with undesirable
outputs and simultaneously reduces the dimensionality of data set. First, we change the
undesirable outputs to be desirable by reversing. Then we do PCA on the ratios of a single
desirable output to a single input.
In order to reduce the dimensionality of data set, the required principal components are
selected out of the generated ones according to the lowest eigenvalues. Finally these cho-
sen principal components are treated as virtual data set into data envelopment analysis
(DEA). Then the utility of proposed approach is applied to real data set of some branches
of an Iranian bank.
Keywords : Data envelopment analysis (DEA), Principal component analysis (PCA), Undesirable
output, Data reduction, Efficiency.
————————————————————————————————–

1 Introduction

Data envelopment analysis (DEA) is a methodology that uses linear programming in the
evaluation of the relative efficiency of decision making units (DMUs) with multiple inputs
and outputs.
Charnes, Cooper and Rhodes developed Farrell’s ideas and the efficiency value that is
obtained by dividing single output, to single input was extended to multiple output/input
ratio and they proposed the CCR model in 1978 [5]. Banker, Charnes and Cooper also
proposed another model, named BCC in 1984 [3]. These models cannot be used to rank
efficient units. So Anderson and Peterson provided ranking model through improving
CCR model, named AP [2].
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In this paper we work out a method for evaluating the efficiency and ranking DMUs by
using PCA. The multivariate statistical method principal component analysis (PCA) is a
data reduction technique, used to identify a small set of variables that account for a large
portion of the total variance in the original variables (Bolch and Huang, 1974) [4]. PCA
is also a popular ranking method in multidimensional analysis (Slottje and Scully, 1991)
[11].
The idea of combining two methods (PCA & DEA) was proposed by Hoshini and Udea in
1997 and developed by Zhu in1998 [12]. He combined this statistical method with based
models of DEA and proposed some new models for evaluating the efficiency of DMUs.
This paper is organized as follows: In Section 2, PCA methods are presented and used
to find virtual data set from the ratio of outputs into inputs which deal with undesirable
outputs and reduce the dimensionality of the data set. Section 3 presents PCA-DEA
models for evaluating and ranking DMUs with virtual data set. In Section 4, an application
of the proposed approach is offered to evaluate the efficiency, based upon the real data set
of an Iranian bank and Section 5, the conclusion is drawn.

2 PCA Model

Principal component analysis, a multivariate statistical method, is used to reduce the
dimensionality of data set without losing he main information of the problem. First we do
PCA on the outputs and inputs, and then find virtual data set that is applied to evaluate
the efficiency of DMUs.
Suppose we have n independent homogeneous decision making units, where each DMUj ,
j = 1, . . . , n consumes m inputs xij = (xij , . . . , xmj) ≥ 0 to produce k desirable outputs
yg

j and s-k undesirable outputs yb
j :

yg
j = (y1, . . . , ykj)

yb
j = (yk+1j , . . . , ysj)

We would like to produce desirable outputs as much as possible and undesirable outputs
as little as possible. So the output matrix Y can be represented as follows:

Y =
[

yg

yb

]
= [y1, . . . , yn]s×n

In order to do PCA on the original data set, several steps are taken as following: [6] Step1:
Transform the output matrix by reversing the undesirable outputs

Y =
[

yg

−yb

]
= [y′1, . . . , y

′
n]s×n

Step 2: Calculate the ratio matrix D = [d1, . . . , dp]n×p = [dj
l ]n×p Where

dj
l =

y′rj

xij

l = s(i − 1) + r

p = m × s
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We mention that di
l is the ratio of single transformed output to single input. So, the bigger

dj
l cause DMUs perform better in terms of r-th transformed output and i-th input.

Theorem 2.1. In CCR model, If DMUj is the only DMU with this property yrj

xij
=

maxk
yrk
xij

. Then DMUj is efficient.

Also some elements of a ratio matrix may be negative, however it does not stop PCA
process fortunately.
Step 3: Normalize the ratio matrix

D̃ = [d̃1, . . . , d̃p]n×p = [d̃j
i ]n×p

d̃j
l =

dj
l − dl√

sll

dl =
1
n

n∑
j=1

dj
l

Sll =
n∑

j=1

(dj
l − dl)2

/
(n − 1)

Step 4: Calculate the correlation matrix

R = [rli]p×p

rli = Sli

/√
SllSii

Sli =
1

n − 1

n∑
j=1

(dj
l − dl)(d

j
i − di)

Step 5: Compute eignvalues and corresponding normalized orthonormal eignvectors l1, l2, . . . , lp.

λ1 ≥ λ2 ≥ . . . ≥ λp

p∑
i=1

λi = p

Step 6: Compute and select the principal components

pc = D̃[l1, . . . , lp] = [pc1, . . . , pcp]n×p

Now, it can be noticed that any two different principal components are uncorrelated with
each other, which shows that there is no information superposition between them.
The correlation variance of any two principal components is

Cov(pci, pcj) =
{

var(pci) = λ i = j
0 i ̸= j

In order to reduce the dimensionality of data set, the required principal components are
selected out of the generated ones according to the lowest eigenvalues. Although, Outputs
of original DEA models need to be strictly positive, the elements of the chosen principal
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components can be negative. So a linear data transformation is made which can change
the negative result of PCA into positive ones.

z;j = pcj
l + Q

Q = − min
1≤l≤m

min
1≤j≤n

{pcj
l } + 1

It is a common choice to ensure that all transformed values are positive.

3 Evaluating the efficiency

To evaluate the efficiency of DMU0, a simplified model is proposed by combining PCA
and input - oriented CCR model as follows: [9, 8]

Max
∑m

l=1 plzlo

s.t : ∑m
l=1 plzij ≤ 1, j = 1, . . . , n

pl − pl+1 ≥ εl, l = 1, . . . , m − 1

εl =

{
0, λl = λl+1

ε > 0, λl > λl+1

pl ≥ 0, l = 1, . . . , m

Where pl is the weight attached to the virtual outputs zij : j = 1, . . . , n and the weight
constraints pl−pl+1 ≥ ε represent the facts that l-th principal component carries the total
dispersion more than (l + 1)-th one does. Since any two different principal components
are uncorrelated with each other, that shows there is no information between them.
As a result, the measure of efficiency dosen’t change any more, after ignoring some principal
components with lowest eignvalues. Therefore, this model is useful for evaluating the large
DMUs and reducing the dimensionality of data set.
IF we distinguish the efficient DMUs based upon CCR model, we use AP model (Anderson
& Petersen, 1993). Then, for ranking the DMUs we develop a model by combining PCA
and AP model which we mention as follows:

Max
∑m

l=1 plzlo

s.t : ∑m
l=1 plzij ≤ 1, j = 1, ..., n, j ̸= 0

pl − pl+1 ≥ εl, l = 1, . . . , m − 1

εl =

{
0, λl = λl+1

ε > 0, λl > λl+1

pl ≥ 0, l = 1, . . . , m

Where pl is the weight attached to the virtual outputs zlj : j = 1, . . . , n.
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4 Application in real data set of some Iranian banks

In this section, we evaluate the efficiency of 25 branches of Guilan Saderat bank. This
data set consists of two input and four output variables.
Input and output variables are given as below:
Input 1 (I1): employee: It consists of the manager and clerks of each branches.
Input 2 (I2): current cost: It consists of the cost of administrative, personal and energy.
Output 1 (O1): resources: It consists of value of customer’s accounts.
Output 2 (O2): wage: That is the money that bank receives for its services.
Output 3 (O3): income
Output 4 (O4): loans: It consists of any kind of long and short term loans that bank gives
to its customers.
There are some limitations that we can’t represent the amount of inputs and outputs. The
results of CCR and AP models are given in table 1.

Table 1
Efficiency and ranks of branches with DEA models.

DMU Branch’s number Rank Efficiency

1 49 13 0.3821
2 185 23 0.2483
3 485 4 0.8352
4 548 8 0.4792
5 549 1 1.0000
6 760 6 0.5381
7 875 7 0.4978
8 1681 22 0.2611
9 1694 24 0.2295
10 1695 15 0.3391
11 1966 18 0.2905
12 1967 21 0.2726
13 1969 9 0.4636
14 1970 14 0.3417
15 2107 17 0.3117
16 2908 20 0.2765
17 3115 19 0.2889
18 3144 16 0.3303
19 3549 25 0.2179
20 3595 12 0.4027
21 4146 10 0.4587
22 4354 11 0.4104
23 4355 2 1.0000
24 4366 3 1.0000
25 4525 5 0.5989

Then, we take PCA steps on this data set and in order to reduce the dimensionality of
data set we ignore the principal components with the lowest eignvalues. According to the
illustration below, the first two principal components have an explanation ratio of 80% of
total variance. The rest of components have a little information that can be ignored.
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Fig. 1. Relative Importance of Principal Components

The results of new PCA-DEA models are given in table 2.

Table 2
Efficiency and ranks of branches with PCA-DEA models.

DMU Branch’s number Rank Efficiency

1 49 13 0.5142
2 185 21 0.4643
3 485 4 0.6271
4 548 12 0.5364
5 549 1 1.0000
6 760 5 0.5944
7 875 9 0.5463
8 1681 22 0.4602
9 1694 25 0.4419
10 1695 16 0.4831
11 1966 18 0.4732
12 1967 20 0.4667
13 1969 7 0.5545
14 1970 15 0.5049
15 2107 14 0.5103
16 2908 17 0.4805
17 3115 23 0.4549
18 3144 19 0.4673
19 3549 24 0.4472
20 3595 10 0.5457
21 4146 8 0.5475
22 4354 11 0.5446
23 4355 2 1.0000
24 4366 3 0.9493
25 4525 6 0.5892

The conclusion of both analysis shows that the reduction of dimensionality does not
have much effect on the efficiency and ranking of the branches.
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For example branch 549, in both methods, has the first rank and also the branches of 4355,
4366 and 485 have the second to fourth ranks and their efficiency are so close. Branch
4366 in DEA model is efficient, with the efficiencies of 1, but in DEA-PCA model, it has
the efficiency of 0.9493 , though both methods have the third rank. Therefore we can
reduce the dimensionality of data set and have the same result.

5 Conclusion

In this paper, in order to evaluate the efficiency of DMUs with undesirable outputs, we have
taken the steps of PCA model on inputs and outputs. Then we have used an adjusted PCA-
DEA model to evaluate DMU’s performance, based on the chosen principal components.
It is clear that the results of two models are similar and there are no significant differences
between them. Finally, the propose approach has been applied to real data sets of Guilan
Saderat Bank. We have ranked 25 branches of this bank, using the presented models and
consequently it has been shown that the rank of branches is so similar.
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