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Abstract

Fuzzy control systems have had various applications in a wide range of science and engineering in recent
years. Since an unstable control system is typically useless and potentially dangerous, stability is the
most important requirement for any control system (including fuzzy control system). Conceptually,
there are two types of stability for control systems: Lyapunov stability (a special case of which
is exponential stability) and input-output stability. This paper develops fuzzy Lyapunov stability
through investigating the concept of stability for finite-dimensional systems under uncertainty and
provides some related theorems. Considering the capability of fuzzy differential systems for modeling
uncertainty and processing vague or subjective information in mathematical models, exponential
stability and Lyapunov stability of fuzzy differential systems are presented. Also, numerical examples
are given to support the theoretical results.

Keywords : Systems theory; Stability; Fuzzy systems; Fuzzy stability.

—————————————————————————————————–

1 Introduction

R
ecently, Allahviranloo and Salahshour have
investigated the state-space representation

of fuzzy linear continuous-time systems under
generalized H-differentiability as an application
of fuzzy Laplace transforms for the first time [3].
However, they have not considered the stability
of such systems. Note that, this problem ap-
pears in system theory especially in control the-
ory. The theory of fuzzy logic control originates
from Zadeh’s pioneering work on fuzzy sets [16].
In 1974, the fuzzy logic technique was first ap-
plied successfully to control applications by Mam-

∗Department of Mathematics, Mobarakeh Branch, Is-
lamic Azad University, Mobarakeh, Iran.

†Corresponding author. fatemeh amini@pnu.ac.ir
‡Department of Science, Payame Noor University,

Tehran, Iran.
§Department of Science, Payame Noor University,

Tehran, Iran.
¶Dr. Shariaty Faculty, Technical and Vocational Uni-

versity, Tehran, Iran.

dani [11]. Fuzzy controllers are rule based nonlin-
ear controllers. Therefore, their main application
should be the control of nonlinear systems. How-
ever, since linear systems are good approxima-
tions of nonlinear systems around the operating
points, it is desirable to study fuzzy control of lin-
ear systems systematically. Stability is the most
important factor of any control system. The aim
of this study is to explore the fundamentals of
fuzzy stability. Stable fuzzy control of linear sys-
tems has been studied by a number of researchers.
Ray and Majumder applied the circle criteria to
analyze linear systems with fuzzy controllers [14].
Their approach is limited to a special fuzzy con-
troller, which is equivalent to a multi-level relay
(it is known nowadays that fuzzy controllers are
universal nonlinear controllers [15]). Langari and
Tomizuka designed a class of stable fuzzy con-
trollers for linear systems, and Chiu and Chand
developed a fuzzy control for a flexible wing air-
craft model and analyzed the stability [7, 10]. Al-
lahviranloo et al. discussed input-output stabil-
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ity from a mathematical point of view [2]. Ques-
tions about stability arise in almost every control
problem. As a consequence, stability is one of the
most extensively studied subjects in systems the-
ory, and a great diversity of stability notions has
been introduced.
In this paper, the concept of stability for finite-
dimensional systems under uncertainty is investi-
gated and some related theorems are presented.
We have worked on exponential stability and Lya-
punov stability of fuzzy differential systems, be-
cause fuzzy differential systems are powerful tools
for modeling uncertainty and processing vague
or subjective information in mathematical mod-
els. Fuzzy differential systems have been applied
to a wide variety of real problems, for instance,
the golden mean [6], quantum optics and grav-
ity [8], medicine [1] and engineering applications
[9]. The fuzzy differential equation, in particu-
lar, is a very important topic from the theoretical
point of view, e.g., in population models and some
other models. This paper is organized as follows:
In Section 2, some basic concepts are presented.
In Section 3, fuzzy exponential stability is inves-
tigated. Fuzzy Lyapunov stability is detailed in
Section 4, and some numerical examples are given
in Section 5. The final section contains some con-
cluding remarks.

2 Preliminaries

The basic definition of fuzzy numbers introduced
in [17]. Let ℜ be the set of all real numbers. A
fuzzy number is a mapping u : ℜ → [0, 1] with the
following properties:

(i) u is upper semi-continuous.

(ii) u is fuzzy convex i.e. u(λx + (1 − λ)y) ≥
min{u(x), u(y)} for all x, y ∈ ℜ, λ ∈ [0, 1].

(iii) u is normal, i.e. ∃x0 ∈ ℜ with u(x0) = 1.

(iv) closure supp u, cl(suppu), is compact where
supp u = {x ∈ ℜ : u(x) > 0}.

Let E be the set of all fuzzy numbers on ℜ. The
α-level set of a fuzzy number u ∈ E, 0 ≤ α ≤ 1,
denoted by [u]α , is defined as

[u]α =

{
{x ∈ ℜ : u(x) ≥ α} if α > 0

cl(supp u) if α = 0.

It is clear that the α-level set of a fuzzy num-
ber is a closed and bounded interval [u(α), u(α)],
where u(α) denotes the left-hand endpoint of [u]α,
and u(α) denotes the right-hand endpoint of [u]α.
Each y ∈ ℜ can be regarded as a fuzzy number ỹ
defined by

ỹ =

{
1 if t = y,

0 if t ̸= y,

and 0̃ = [0]α = [0, 0]

Definition 2.1 [13] The Hausdorff distance be-
tween u, v ∈ E is given by d: E ×E → ℜ+ ∪ {0},

d(u, v) = sup max{|u(α)−v(α))|, |u(α)−v(α))|}

where u = (u(α), u(α)) and v = (v(α), v(α)) are
utilized in [4]. Then, it is easy to see that d is a
metric in E and has the following properties:

(i) d(u+ w, v + w) = d(u, v), ∀u, v, w ∈ E,

(ii) d(ku, kv)= |k|d(u, v), ∀k ∈ ℜ, u, v ∈ E,

(iii) d(u + v, w + e) ≤ d(u,w) +
d(v, e), ∀u, v, w, e ∈ E,

(iv) (d,E) is a complete metric space.

Definition 2.2 [13] Let x, y ∈ E. If there exists
z ∈ E such that x = y + z, then z is called the
H-difference of x and y, and it is denoted by x⊖y.

The sign ” ⊖ ” always stands for H-difference.
We also mention that x⊖ y ̸= x+ (−1) y.

Definition 2.3 [5] Let f : (a, b) −→ E and
x0 ∈ (a, b). The fuzzy function f is strongly gen-
eralized differentiable at x0, if there exists an el-
ement f ′(x0) ∈ E such that

(i) for all h > 0 sufficiently small,
∃f(x0 + h)⊖ f(x0), ∃f(x0)⊖ f(x0 − h)
and the limits (in the metric d)

limh↓0
f(x0+h)⊖f(x0)

h =

limh↓0
f(x0)⊖f(x0−h)

h = f ′(x0),

or

(ii) for all h > 0 sufficiently small,
∃f(x0)⊖ f(x0 + h), ∃f(x0 − h)⊖ f(x0)
and the limits (in the metric d)

limh↓0
f(x0)⊖f(x0+h)

−h =

limh↓0
f(x0−h)⊖f(x0)

−h = f ′(x0),

or
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(iii) for all h > 0 sufficiently small,
∃f(x0 + h)⊖ f(x0), ∃f(x0 − h)⊖ f(x0)
and the limits (in the metric d)

limh↓0
f(x0+h)⊖f(x0)

h =

limh↓0
f(x0−h)⊖f(x0)

−h = f ′(x0),

or

(iv) for all h > 0 sufficiently small,
∃f(x0)⊖ f(x0 + h), ∃f(x0)⊖ f(x0 − h)
and the limits (in the metric d)

limh↓0
f(x0)⊖f(x0+h)

−h =

limh↓0
f(x0)⊖f(x0−h)

h = f ′(x0).

The Jordan canonical form of a matrix gives
some insight into the form of the solution of a
linear system of differential equations, and it is
used to provide some theorems in the paper.

Theorem 2.1 (The Jordan Normal Form) [12]
Let A be a real matrix with real eigenvalues
λj , j=1, . . . , k and complex eigenvalues λj = aj +
ibj , j = k + 1, . . . , n. Then, there exists a ba-
sis {v1, . . . , vk, vk+1, uk+1, . . . , vn, un} for ℜ2n−k,
where vj , j = 1, . . . , k and wj , j = k+1, . . . , n are
generalized eigenvectors of A, uj = Re(wj) and
vj = Im(wj) for j = k + 1, . . . , n, such that the
matrix V = [v1, . . . , vk, vk+1, uk+1, . . . , vn, un] is
invertible, and

V −1AV =


B1 0 · · · 0
0 B2 · · · 0
...

...
. . .

...
0 0 · · · Br


where the elementary Jordan blocks B = Bj , j =
1, . . . , r, are either of the form

B =


λ 1 0 · · · 0
0 λ 1 · · · 0
...

...
. . .

...
...

0 · · · 0 λ 1
0 · · · · · · 0 λ


for λ one of the real eigenvalues of A, or of the
form

B =


D I2 0 · · · 0
0 D I2 · · · 0
...

...
. . .

...
...

0 · · · 0 D I2
0 · · · · · · 0 D



with D =
(
a −b
b a

)
, I2 = ( 1 0

0 1 ) and 0 = ( 0 0
0 0 ) for

λ = a+ ib one of the complex eigenvalues of A.

3 Fuzzy Exponential Stability

Every fuzzy linear ordinary differential equation
with constant coefficients can be written in the
form

ẋ(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),

(3.1)

where x is a vector in En, y is a vector in Em and
A,B,C and D are crisp matrices of appropriate
sizes. The above equations are known as the state
space representation, state space system or state
space model. The vector x is called the state
vector. State space representations with a finite-
dimensional state space are also called finite-
dimensional systems. Eq. (3.1) is named the
state differential equation. For finite-dimensional
systems, there are different kinds of stability. In
this paper, we restrict our attention to exponen-
tial stability and Lyapunov stability.
Stability in the Lyapunov sense: A system is said
to be stable if its trajectories can be made arbi-
trarily close to the origin when the initial starting
state is chosen. Stability in the Lyapunov sense
(a special case of which is exponential stability)
is a widely used definition in the control com-
munity originating from the concept of ”energy”
proposed by the Russian mathematician Alexan-
der Lyapunov in the 19th century [12]. We define
fuzzy exponential stability for the fuzzy homoge-
neous state space equation and consider the sys-
tem

ẋ(t) = Ax(t), x(0) = x0 ∈ En, t ≥ 0. (3.2)

Here A is a crisp n × n matrix, and x0 is a n-
dimensional vector. We denote by K either ℜ or
C.

Definition 3.1 Let A ∈ ℜn×n, A > 0. The dif-
ferential Eq. (3.2) is called fuzzy exponentially
stable, if for every initial condition x0 ∈ En the
solution of Eq. (3.2) satisfies

lim
t→∞

x(t) = 0̃,

or ∀ε > 0 ∃M > 0 : ∀t > M d(x(t), 0̃) < ε,
where d is Hausdorff distance. The unique solu-
tion of Eq. (3.2) is given by x(t) = eAtx0, x0 ∈
En, t ≥ 0. In the case of A < 0, the solutions
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of Eq. (3.2) can be found by using strongly gen-
eralized differentiability of kind (ii) in Definition
2.3.

Remark 3.1 [12] Each coordinate in the solu-
tion x(t) of the initial value problem (3.2) is
a linear combination of functions of the form
tkeat cos bt or tkeat sin bt where a+ ib is an eigen-
value of the matrix A and 0 ≤ k ≤ n− 1.

Since A is a real matrix with real and complex
eigenvalues, and the solution x(t) of the initial
value problem (3.2) is a fuzzy function, all co-
efficients in the mentioned linear combination in
Remark 3.1 are fuzzy numbers.
The following theorem shows that the differen-
tial Eq. (3.2) is fuzzy exponentially stable, if and
only if all eigenvalues of the matrix A lie in the
open left half-plane of C (the set of complex num-
bers). By the Theorem 2.1 and Remark 3.1, we
have following remark:

Remark 3.2 [12] Let A ∈ ℜn×n, x0 ∈ ℜn, t ≥ 0.
If one of the eigenvalues λ = a + ib has posi-
tive real part, a > 0, then there exists an x0 ∈
ℜn, x0 ̸= 0, such that | eAtx0 |≥ eat | x0 | and, if
all of the eigenvalues of A have negative real part,
then there exist positive constants a, c,m and M
such that for all x0 ∈ ℜn, | eAtx0 |≤ Me−ct | x0 |
for t ≥ 0 and | eAtx0 |≥ me−at | x0 | for t ≤ 0.

Theorem 3.1 The following statements are
equivalent:

(a) For all x0 ∈ En, limt→∞ eAtx0 = 0̃ and for
x0 ̸= 0̃, limt→∞ d(eAtx0, 0̃) = ∞.

(b) All eigenvalues of A have negative real part.

(c) There are positive constants a, c,m and M
such that for all x0 ∈ En

d(eAtx0, 0̃) ≤ Me−ctd(x0, 0̃)

for t ≥ 0, and

d(eAtx0, 0̃) ≥ me−atd(x0, 0̃)

for t ≤ 0.

Proof. (a ⇒ b) If one of the eigenvalues λ =
a + ib has positive real part, a > 0, then by
Remark 3.2, there exists an x0 ∈ En, x0 ̸= 0̃,
such that | eAtx0 |≥ eat | x0 | and | eAtx0 |≥

eat | x0 | where x0 = (x0, x0). Thus, by Def-
inition 2.1, we have d(eAtx0, 0̃) ≥ eatd(x0, 0̃).
Therefore, d(eAtx0, 0̃) → ∞ as t → ∞; i.e.
d(limt→∞ eAtx0, 0̃) ̸= 0. And if one of the eigen-
values of A has zero real part, say λ = ib, then by
Remark 3.1, there exists x0 ∈ En, x0 ̸= 0̃ , such
that at least one component of the solution is of
the form ctk cos bt or ctk sin bt with k ≥ 0. And
once again d(limt→∞ eAtx0, 0̃) ̸= 0. Thus, if not
all of the eigenvalues of A have negative real part,
there exists x0 ∈ En such that limt→∞ eAtx0 ̸= 0̃;
i.e. (a ⇒ b).
(b ⇒ c): If all of the eigenvalues of A have neg-
ative real part, then it follows from Remark 3.2
that there exist positive constants a, c,m and M
such that for all x0 ∈ En,

| eAtx0 | ≤ Me−ct | x0 |,
| eAtx0 | ≤ Me−ct | x0 |

for t ≥ 0, and

| eAtx0 | ≥ me−at | x0 |,
| eAtx0 | ≥ me−at | x0 |

for t ≤ 0. Thus, by Definition 2.1 we have

d(eAtx0, 0̃) ≤ Me−ctd(x0, 0̃)

for t ≥ 0, and

d(eAtx0, 0̃) ≥ me−atd(x0, 0̃)

for t ≤ 0.
(c ⇒ a): If this last pair of inequalities is
satisfied for all x0 ∈ En, it follows by taking
the limit as t → ±∞ on each side of the in-
equalities that limt→∞ d(eAtx0, 0̃) = 0 and that
limt→−∞ d(eAtx0, 0̃) = ∞ for x0 ̸= 0.

The next theorem is proved in exactly the same
manner as Theorem 3.1 using the Theorem 2.1
and Remark 3.1.

Theorem 3.2 The following statements are
equivalent:

(a) For all x0 ∈ En, limt→−∞ d(eAtx0, 0̃) = 0 and
for x0 ̸= 0̃, limt→−∞ d(eAtx0, 0̃) = ∞.

(b) All eigenvalues of A have positive real part.

(c) There are positive constants a, c,m and M
such that for all x0 ∈ En

d(eAtx0, 0̃) ≤ Mectd(x0, 0̃)
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for t ≤ 0, and

d(eAtx0, 0̃) ≥ meatd(x0, 0̃)

for t ≥ 0.

4 Fuzzy Lyapunov Stability

In this section, we discuss the fuzzy stability of
the equilibrium points of the nonlinear system

ẋ(t) = f(x(t)), x(0) = x0 ∈ En. (4.3)

In the following definition, we denote the max-
imal interval of existence (α, β) of the solution
ϕ(t, x0) of the initial value problem (4.3) by I(x0),
since the endpoints α and β of the maximal in-
terval generally depend on x0.

Definition 4.1 Let F be an open subset of En,
and let f ∈ C1(F ). For x0 ∈ F , let ϕ(t, x0) be
the solution of the initial value problem (4.3) de-
fined on its maximal interval of existence I(x0).
Then for t ∈ I(x0), the set of mappings ϕt de-
fined by ϕt(x0) = ϕ(t, x0) is called the flow of the
differential Eq. (4.3) or the flow defined by the
differential Eq. (4.3); ϕt is also referred to as the
flow of the vector field f(x).
If we think of the initial point x0 as being fixed
and let I = I(x0), then the mapping ϕ(., x0) :
I → F defines a solution curve or trajectory of
the system (4.3) through the point x0 ∈ F .

Theorem 4.1 Let F be an open set of En and
let f ∈ C1(F ). Then for all x0 ∈ F , if t ∈ I(x0)
and s ∈ I(ϕt(x0)), it follows that s + t ∈ I(x0)
and ϕs+t(x0) = ϕs(ϕt, x0).

Suppose that s > 0, t ∈ I(x0) and s ∈ I(ϕt(x0)).
Let the maximal interval I(x0) = (α, β) and de-
fine the function x : (α, s+ t) → F by

x(r) =

{
ϕ(r, x0) if α < r ≤ t,

ϕ(r − t, ϕt(x0)) if t ≤ r ≤ s+ t.

Then x(r) is a solution of the initial value problem
(4.3) on (α, s + t]. Hence s + t ∈ I(x0) and by
uniqueness of solutions

ϕs+t(x0) = x(s+ t) = ϕ(s, ϕt(x0))

= ϕs(ϕt, x0).

If s = 0, the statement of the theorem follows
immediately. And if s < 0, then we define the
function x : [s+ t, β) → F by

x(t) =

{
ϕ(r, x0) if t ≤ r ≤ β,

ϕ(r − t, ϕt(x0)) if s+ t ≤ r ≤ t.

Then x(r) is a solution of the initial value problem
(4.3) on [s + t, β) and the last statement of the
theorem follows from the uniqueness of solutions
as above.

xe ∈ En is called an equilibrium point or criti-
cal point of (4.3), if f(xe) = 0̃.

Definition 4.2 Let ϕt denote the solution of the
fuzzy differential equation (4.3) defined for all t ∈
ℜ. An equilibrium point xe of Eq. (4.3) is said
to be fuzzy stable in the sense of Lyapunov, if for
every real number ε > 0 there exists a δ > 0
such that for all x that d(x, xe) < δ and t ≥ 0
we have d(ϕt(x), xe) < ε. The equilibrium point
xe is fuzzy unstable, if it is not fuzzy stable, and
xe is fuzzy exponentially stable if there exists a
δ > 0 such that for all x that d(x, xe) < δ we
have limt→∞ ϕt(x) = xe.

It is an immediate consequence of the Defini-
tion 4.2 that if an equilibrium point xe of Eq.
(4.3) is fuzzy exponentially stable, then xe is
fuzzy stable in the sense of Lyapunov.

Definition 4.3 If F ⊂ En, f ∈ C1(F ), V ∈
C1(F ) and ϕt is the solution of the fuzzy differen-
tial equation (4.3), then for x ∈ F the derivative
of the function V (x) along the solution ϕt(x) is

V̇ (x) =
d

dt
V (ϕt(x)).

A function V : En → E satisfying the hypothe-
ses of the next theorem is called a fuzzy Lyapunov
function.

Theorem 4.2 Let F be an open subset of En

containing xe. Suppose that f ∈ C1(F ) and that
f(xe) = 0̃. Suppose further that there exists a
function V ∈ C1(F ) satisfying V (xe) = 0̃ and
V (x) > 0̃ if x ̸= xe, then

(a) if V̇ (x) ≤ 0̃ for all x ∈ F, xe is fuzzy stable.

(b) if V̇ (x) < 0̃ for all x ∈ F − {xe}, xe is fuzzy
exponentially stable.
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(c) if V̇ (x) > 0̃ for all x ∈ F − {xe}, xe is fuzzy
unstable.

Without loss of generality, we shall assume that
the equilibrium point xe = 0̃. (a) Choose ε >

0 sufficiently small that Nε(0̃) ⊂ F and let mε

be the minimum of the fuzzy continuous function
V (x) on the compact set

Sε = {x ∈ En|d(x, 0̃) = ε}.

Then since V (x) > 0̃ for xe ̸= 0̃, it follows that
mε > 0̃. Since V (x) is continuous and V (0̃) = 0̃,
it follows that there exists a δ > 0 such that
d(x, 0̃) < δ implies that V (x) < mε. Since
V̇ (x) ≤ 0̃ for x ∈ F , it follows that V (x) is de-
creasing along trajectories of Eq. (4.3). Thus, if
ϕt is the solution of the differential equation (4.3),
it follows that for all xe ∈ Nδ(0̃) and t > 0 we
have

V (ϕt(xe)) ≤ V (xe) < mε. (4.4)

Now suppose that for d(xe, 0̃) < δ there is a
t1 > 0 such that d(ϕt1(xe), 0̃) = ε; i.e., such that
ϕt1(xe) ∈ Sε. Then since mε is the minimum of
V (x) on Sε, this would imply that

mε ≤ V (ϕt1(xe))

which contradicts the inequality (4.4). Thus
for d(xe, 0̃) < δ and t ≥ 0 it follows that
d(ϕt(xe), 0̃) < ε; i.e., 0̃ is a stable equilibrium
point. (b) Suppose that V̇ (x) < 0̃ for all x ∈ F .
Then V (x) is strictly decreasing along trajectories
of Eq. (4.3). Let ϕt be the solution of Eq. (4.3),
and let d(xe, 0̃) < δ, the neighborhood defined
in part (a). Then, by part (a), ϕt(xe) ⊂ Nε(0̃)
for all t ≥ 0. Let {tk} be any sequence with

tk → ∞. Then since Nε(0̃) is compact, there
is a subsequence of {ϕtk(xe)} that converges to

a point in Nε(0̃). But for any subsequence {tn}
of {tk} such that {ϕtn(xe)} converges, we show
below that the limit is 0̃. It then follows that
ϕtk(xe) → 0̃ for any sequence tk → ∞, and there-
fore that ϕt(xe) → 0̃ as t → ∞; i.e., that 0̃ is
exponentially stable. It remains to show that
if ϕtn(xe) → ye, then ye = 0̃. Since V (x) is
strictly decreasing along trajectories of Eq. (4.3),
and since V (ϕtn(xe)) → V (ye) by the continu-
ity of V , it follows that V (ϕt(xe)) > V (ye) for
all t > 0. But if ye ̸= 0̃ , then for s > 0
we have V (ϕs(ye)) < V (ye) and, by continu-
ity, it follows that for all y sufficiently close to

ye we have V (ϕs(y)) < V (ye) for s > 0. But
then for y = ϕtn(xe) and n sufficiently large, we
have V (ϕs+tn(xe)) < V (ye) which contradicts the
above inequality. Therefore, ye = 0̃, and it fol-
lows that 0̃ is exponentially stable. (c) Let M be
the maximum of the continuous function V (x) on

the compact set Nε(0̃). Since V̇ (x) > 0̃, V (x) is
strictly increasing along trajectories of Eq. (4.3).
Thus, if ϕt is the solution of Eq. (4.3), then for
any δ > 0 and xe ∈ Nδ(0̃)− {0̃} we have

V (ϕt(xe)) > V (xe) > 0̃

for all t > 0. And since V̇ (x) > 0̃, this last state-
ment implies that

inf
t>0

V̇ (ϕt(xe)) = m > 0̃.

Thus,
V (ϕt(xe))− V (xe) ≥ mt

for all t > 0. Therefore,

V (ϕt(xe)) > mt > M

for t sufficiently large; i.e., ϕt(xe) lies outside the

closed set Nε(0̃). Hence, 0̃ is unstable.

5 Examples

In this section, two numerical examples are
given to support the theoretical results.

Example 5.1 Consider the fuzzy homogeneous
linear system

ẋ1 = −3x1 + x2

ẋ2 = 4x1 − 2x2

with x01 = (−0.5, 0.1) and x02 = (−2, 0.3).
Eigenvalues of coefficient matrix are λ1 =
−4.5616, λ2 = −0.4384 which have negative real
parts. Based on Definition 3.1 and Theorem 3.1,
the system is fuzzy exponentially stable, because
all eigenvalues of matrix lie in left half plan.

Example 5.2 Consider the nonlinear system

ẋ1 = −x1 − 2x22

ẋ2 = x1x2 − x32.

The equilibrium point is xe = 0̃, and

V (x) = a(α)(

(
x21
2

)
+ x22)
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with a(α) = [2+α, 4+α], α ∈ [0, 1] is a Lyapunov
function for this system. Computing V̇ (x), we
find

V̇(x) =[(2 + α)(−x21 − 2x42),(4 + α)(−x21 − 2x42)]

< [0, 0].

Therefore, based on Theorem 4.2 the equilibrium
point is stable.

6 Conclusion

In this paper, exponential stability and Lyapunov
stability for a fuzzy homogeneous system of differ-
ential equations have been investigated and some
related theorems have been proved. Also, some
numerical examples are presented.
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