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Abstract
In the present paper, we show the some properties of the fuzzy solution of the control
linear fuzzy di�erential equations and research the optimal time problems for it.
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1 Introduction

In recent years, the fuzzy set theory introduced by Zadeh [32] has emerged as an in-
teresting and fascinating branch of pure and applied sciences. The applications of fuzzy
set theory can be found in many branches of regional, physical, mathematical, di�erential
equations and engineering sciences. Recently there have been new advances in the theory
of fuzzy di�erential equations [1, 7, 6, 7, 9, 10, 11, 12, 13, 14, 16, 17, 19, 20, 21, 27, 29, 31],
inclusions [28, 22] and di�erential inclusions with fuzzy right-hand side [17, 3, 4, 5, 8] as
well as in the theory of control fuzzy di�erential equations [15, 23, 24, 25] and control
di�erential inclusions with fuzzy right-hand side [18, 30].

In this article we are going to consider the some properties of the fuzzy solution of the
control linear fuzzy di�erential equations and research the optimal time problems for it.

2 The fundamental de�nitions and designations

Let comp (Rn) (conv (Rn)) be a set of all nonempty (convex) compact subsets from the
space Rn,

h (A;B) = min
r>0
fSr(A) � B; Sr(B) � Ag
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be Hausdor� distance between sets A and B, Sr(A) is r-neighborhood of set A.
Let En be the set of all u : Rn ! [0; 1] such that u satis�es the following conditions:

(i) u is normal, that is, there exists an x0 2 Rn such that u(x0) = 1;

(ii) u is fuzzy convex, that is, u (�x+ (1� �)y) > min fu(x); u(y)g for any x; y 2 Rn and
0 6 � 6 1;

(iii) u is upper semicontinuous,

(iv) [u]0 = cl fx 2 Rn : u(x) > 0g is compact.

If u 2 En, then u is called a fuzzy number, and En is said to be a fuzzy number space.
For 0 < � 6 1, denote:

[u]� = fx 2 Rn : u(x) > �g :
Then from (i)-(iv), it follows that the �-level set [u]� 2 conv (Rn) for all 0 6 � 6 1.
If g : Rn � Rn ! Rn is a function, then using Zadeh's extension principle we can

extend ~g to En � En ! En by the equation

~g(u; v)(z) = sup
z=g(x;y)

min fu(x); v(y)g :

It is well known that
[~g(u; v)]� = g ([u]� ; [v]�)

for all u; v 2 En; 0 6 � 6 1 and continuous function g. Further, we have

[u+ v]� = [u]� + [v]� ; [ku]� = k [u]� ;

where k 2 R.
De�ne D : En �En ! [0;1) by the relation

D(u; v) = sup
06�61

h ([u]� ; [v]�) ;

where h is the Hausdor� metric de�ned in comp(Rn). Then D is a metric in En.
Further we know that [26]:

(i) (En; D) is a complete metric space,

(ii) D (u+ w; v + w) = D (u; v) for all u; v; w 2 En,

(iii) D (�u; �v) = j�jD (u; v) for all u; v 2 En and � 2 R.

It can be proved that

D (u+ v; w + z) 6 D(u;w) +D(v; z)

for u; v; w; z 2 En.

De�nition 2.1. [9] A mapping F : [0; T ] ! En is strongly measurable if for all � 2
[0; 1] the set-valued map F� : [0; T ] ! conv (Rn) de�ned by F�(t) = [F (t)]� is Lebesgue
measurable.
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De�nition 2.2. [9] A mapping F : [0; T ] ! En is said to be integrably bounded if there
is an integrable function h(t) such that kx(t)k 6 h(t) for every x(t) 2 F0(t).

De�nition 2.3. [9] The integral of a fuzzy mapping F : [0; T ]! En is de�ned levelwise by"
TR
0
F (t)dt

#�
=

TR
0
F�(t)dt. The set of all

TR
0
f(t)dt such that f : [0; T ]! Rn is a measurable

selection for F� for all � 2 [0; 1].

De�nition 2.4. [9] A strongly measurable and integrably bounded mapping F : [0; T ] !
En is said to be integrable over [0; T ] if

TR
0
F (t)dt 2 En.

Note that if F : [0; T ]! En is strongly measurable and integrably bounded, then F is
integrable. Further if F : [0; T ]! En is continuous, then it is integrable.

De�nition 2.5. [9] A mapping u : [0; T ]! En is called di�erentiable at t 2 [0; T ] if, for
any � 2 [0; 1], the set-valued mapping u� (t) = [x (t)]� is Hukuhara di�erentiable at point
t with DHu�(t) and the family fDHu�(t) : � 2 [0; 1]g de�ne a fuzzy number u0 (t) 2 En.

If u : [0; T ] ! En is di�erentiable at t 2 [0; T ], then we say that u0 (t) is the fuzzy
derivative of u (�) at the point t 2 [0; T ].

Let ~En � En such that u is strongly normal, that is, there exists a unique x0 2 Rn
such that u (x0) = 1.

Consider the following control linear fuzzy di�erential equations

u0 = A (t)u+ g (t; w) ; u (0) = u0; (2.1)

and the following nonlinear fuzzy di�erential equations

u0 = f (t; u; w) ; u (0) = u0 ; (2.2)

where t 2 R+ is the time; u 2 ~En is the state; w 2 Rm is the control; A (t) is (n� n)-
dimensional matrix-valued function; g : R+�Rm ! ~En, f : R+� ~En�Rm ! ~En are the
fuzzy maps, u0 2 ~En.

Let W : R+ ! conv (Rm) be the measurable multivalued map.

De�nition 2.6. Set LW of all single-valued branches of the multivalued map W (t) is the
set of the possible controls.

Obviously, the control fuzzy di�erential equation (4.7) turns into the ordinary fuzzy
di�erential equation

u0 = � (t; u) ; u(0) = u0; (2.3)

if the control ~w (�) 2 LW is �xed and � (t; u) � f (t; x; ~w (t)) .

De�nition 2.7. [9] A mapping u : [0; T ]! En is a fuzzy solution to the problem (2.3) if
it is continuous and satis�es the integral equation

u (t) = u0 +
tZ

0

� (s; u (s)) ds (2.4)

for all t 2 [0; T ] :
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The fuzzy di�erential equations (2.3) has the fuzzy solution, if right-hand side of the
fuzzy di�erential equation (2.3) satis�es some conditions [9, 10, 11, 12, 13, 16, 17, 19, 20,
21, 27, 29].

Let u (t) denotes the fuzzy solution of the di�erential equation (2.3), then u (t; w)
denotes the fuzzy solution of the control di�erential equation (4.7) for the �xed w (�) 2 LW .

De�nition 2.8. The set Y (T ) = fu (T;w) : w (�) 2 LWg be called the attainable set of
the fuzzy system (4.7).

3 The some properties of the fuzzy solution

In this section, we consider the some properties of the fuzzy solution of the control fuzzy
di�erential equation (2.1).

Let us the following condition is true.
Condition A:

A1. A (t) is measurable on [0; T ];

A2. There exist a > 0 such that kA (t)k 6 a almost everywhere t 2 [0; T ];

A3. The multivalued map W : [0; T ]! conv (Rm) is measurable on [0; T ];

A4. The fuzzy map g : R+�Rm ! ~En is strongly measurable on [0; T ] and is continuous
on Rm;

A5. There exist v (�) 2 L2 [0; T ] and l (�) 2 L2 [0; T ] such that

jW (t)j 6 v (t) ; jg (t; w)j 6 l(t)
almost everywhere on [0; T ] and every w 2 Rm;

A6. If fwk (t)g1k=1 ; wk(t) 2 LW; k = 1;1 week converges to w� (t) 2 LW then
fg (t; wk(t))g1k=1 week converges to g (t; w�(t)).

Theorem 3.1. Let the condition A is true.
Then there exists a unique solution u (t; w)of (2.1) for every w (�) 2 LW:

Proof. The proof is easy consequence of the [9, 10, 13, 19, 21, 27].

Theorem 3.2. Let the condition A is true.
Then the attainable set Y (T )is compact i.e. the set [Y (T )]�is compact for all � 2

[0; 1] :

Proof. We show that [Y (T )]� is closed for any � 2 [0; 1]. Let u�k 2 [Y (T )]� ; k = 1; 2; : : :,
and lim u�k = u�� . By De�nition 2.8 we have the sequences fu (t; wk)g1k=1 and fwk(t)g1k=1
such that

1) u (t; wk) is solution of the problem (2.1) for all k = 1; 2; : : :;
2) [u (T;wk)]� = u�k for all k = 1; 2; : : :;
3) wk(t) 2 LW for all k = 1; 2; : : :.
Then there exists subsequence fwkn(t)g1n=1 such that the subsequence fwkn(t)g1n=1

week converges to w�(t) 2 LW .
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By De�nition 2.7 we have

h ([u (T;wkn)]� ; [u (T;w�)]�) =

= h

0@24u0 +
TZ
o

(A(t)u (t; wkn) + g (t; wkn)) dt

35� ;24u0 +
TZ

0

(A(t)u (t; w�) + g (t; w�) dt)
35�1A 6

6 a
TZ

0

h ([u (t; wkn)]� ; [u (t; w�)]�) dt+ h

0@24 TZ
0

g (t; wkn) dt

35� ;24 TZ
0

g (t; w�) dt
35�1A 6

6 h
0@24 TZ

0

g (t; wkn) dt

35� ;24 TZ
0

g (t; w�) dt
35�1A eaT :

Hence we have limn!1 h ([u (T;wkn)]� ; [u (T;w�)]�) = 0. Observe that [u (t; w�)]� =
u�� , i.e the set [Y (T )]� is closed.

Let UY � =
S

u�2[Y (T )]�
u� and let Z� = fu : u 2 comp (Rn) ; u 2 UY �g. Since the

set UY � is compact, the set Z� is compact too. By the de�nition of Z�, we obtain
[Y (T )]� � Z�. Hence the set [Y (T )]� is compact. The theorem is proved.

Remark 3.1. If g : [0; T ]�Rm ! En then the theorem 3.2 is true.

Remark 3.2. If g : [0; T ]�Rm ! conv(Rn) and u0 2 conv(Rn) then we obtain the control
di�erential equations with Hukuhara derivative

DHu = A(t)u+ g(t; w); u(0) = u0

and the theorem 3.2 is true, also.

Hitherto we obtained the basic properties of the fuzzy solution of systems (2.1). Now,
we are going to consider the some control fuzzy problem.

4 The optimal time problem

Consider the control linear fuzzy di�erential equation (2.1), when

g(t; w) = B(t)w + q(t); (4.5)

where

B1. B (�) is measurable on [0; T ];

B2. The norm kB (t)k of the matrix B (t) is integrable on [0; T ];

B3. The fuzzy map q : [0; T ]! ~En is measurable on [0; T ];

B4. There exists f (�) 2 L2 [0; T ] such that

jq (t)j 6 f (t)

almost everywhere on [0; T ].
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Consider the following optimal control problem: It is necessary to �nd the minimal
time T and the control w� (�) 2 LW such that the fuzzy solution of system (2.1) satis�es
the following condition:

x (T;w�) \ Sk 6= ; (4.6)

where Sk 2 En is the terminal set.
Clearly, these time optimal problems are di�erent from the ordinary time optimal

problem.

De�nition 4.1. We shall say that the pair (w� (�) ; u (�; w�)) satis�es the maximum prin-
ciple on [0; T ], if there exists the vector-function  (�), which is the solution of the system

 0 = �AT (t) ;  (T ) 2 S1(0)

and the following conditions are hold

1) The maximum condition:

C (B(t)w�(t);  (t)) = max
w2W (t)

C (B(t)w; (t))

almost everywhere on [0; T ];

2) The transversal condition:

C
�

[u (T;w�)]1 ;  (T )
�

= �C �[Sk]1 ;� (T )
�
;

where C (Z; ) = max
z2Z (z;  ) ; Z 2 comp (Rn).

Theorem 4.1. (Necessary optimal condition.) Let the conditions A1-A3,A5,B1-B4
are true and the pair (T;w� (�)) is optimality.

Then the pair (w� (�) ; u (�; w�)) satis�es the maximum principle on [0; T ] :

Proof. Let w� (�) is the optimal control and u (�; w�) is the optimal fuzzy solution of the
system (2.1), i.e.

1) u (T;w�) 2 Y (T );

2) u (T;w�) \ Sk 6= ;.
From 1) and 2) we have max

u2[Y (T )]1
C (u;  ) > �C �[Sk]1 ;� 

�
for all  2 S1 (0).

Consequently

p = max
u2[Y (T )]1

min
 2S1(0)

C (u;  ) + C
�

[Sk]1 ;� 
�
> 0:

From [u (T;w�)]1\[Sk]1 6= ; we have q (T;  ) = C
�

[u (T;w�)]1 ;  
�

+C
�

[Sk]1 ;� 
�
> 0

for all  2 S1 (0).
From [21] we have that the function q (T;  ) is continuous on R+ � S1(0).
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If q (T;  ) > 0 for all  2 S1(0) then we have q0(T ) = min
 2S1(0)

q (T;  ) > 
 > 0. Hence

there exists � < T such that q0 (�) > 0. Consequently we have,

C
�

[u (�; w�)]1 ;  
�

+ C
�

[Sk]1 ;� 
�
> 0

for all  2 S1(0), i.e. [u (�; w�)]1 \ [Sk]1 = ;.
It contradicts that T is optimal time.
If p > 0,

max
u2[Y (T )]1

min
 2S1(0)

C (u;  ) + C
�

[Sk]1 ;� 
�

= C
�

~u; ~ 
�

+ C
�

[Sk]1 ;� ~ 
�

and [u (T;w�)]1 6= ~u, than we have a contradiction. Hence there exist ~ 2 S1 (0) such
that:

C
�

[u (T;w�)]1 ; ~ 
�

= max
u2[Y (T )]1

C
�
u; ~ 

�
;

C
�

[u (T;w�)]1 ; ~ 
�

= �C �[Sk]1 ;� ~ 
�
:

Consequently0@ TZ
0

� (T ) ��1 (s)B (s)w�(s)ds; ~ 

1A = max
w(�)2LW

0@ TZ
0

� (T ) ��1 (s)B (s)w(s)ds; ~ 

1A :

Then:�
� (T ) ��1 (s)B (s)w�(s); ~ 

�
= max

w(�)2LW
�

� (T ) ��1 (s)B (s)w (s) ; ~ 
�

for almost everywhere s 2 [0; T ]. If  (t) =
�
� (T ) ��1 (t)

�T ~ 
.


�� (T ) ��1 (t)

�T ~ 



, then

the theorem is proved.

Theorem 4.2. (Su�cient optimal condition). Let the conditions A1-A3,A5,B1-B4
are true and w� (�) is the possible control. Let the following conditions

1) The pair (w� (�) ; u (�; w�)) satis�es the maximum principle on [0; T ] ;

2) For all t 2 [0; T )
C
�

[u (t; w�)]1 ;  (t)
�
< �C �[Sk]1 �  (t)

�
;

are true.
Then the control w� (�) is optimal.

Proof. Let w (�) 2 LW is any possible control on [0; t1] ; t1 < T . From the maximum
condition of the De�nition 2.7 we have

C
�

[u (t; w)]1 ;  (t)
�
6 C

�
[u (t; w�)]1 ;  (t)

�
; (4.7)

for all t 2 [0; t1].
Then C

�
[u (t; w)]1 ;  (t)

�
< �C �[Sk]1 ;� (t)

�
for all t 2 [0; t1], i.e. [u (t; w)]1 \

[Sk]1 = ; for all t 2 [0; t1].
Obviously the pair (T;w� (�)) is optimal and The proof is complated.
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Remark 4.1. If q : [0; T ]! En, then

[u (t; w)]1 6= � (t) [u0]1 + � (t)
tZ

0

��1(s)B(s)w(s)ds+ � (t)
TZ

0

��1(s) [q (s)]1 ds

and the theorems 4.1 and 4.2 are not true.

Example 4.1. Consider the following control linear fuzzy di�erential equation

u0 =
�

0 1
�1 0

�
u+ w + f; u(0) = 0;

where u 2 E2 is the state; w = (w1; w2)T 2 W = S1(0) is the control; f 2 E2 is the fuzzy
set, where

# (f) =
�

1� 4f2
1 � 9f2

2 ; 4f2
1 + 9f2

2 6 1
0; 4f2

1 + 9f2
2 > 1 :

Consider the following optimal control problem: it is necessary to �nd the minimal
time T and the control w� (�) 2 LW such that the fuzzy solution of system satis�es the
condition:

u (T;w�) \ Sk 6= ;;
where Sk 2 E2 is the terminal set such that

� (x) =

8>>>>><>>>>>:
q

1� (x1 � 2�)2 � (x2 � 1)2; x 2 Q; x2 > 1q
1� (x1 � 2�)2; x 2 Q; �1 < x2 < 1q
1� (x1 � 2�)2 � (x2 + 1)2; x 2 Q; x 6 �1

0; x =2 Q
;

Q =

8>><>>:
�
x1
x2

�
2 R2 :

2� � 1 6 x1 6 2� + 1q
1� (x1 � 2�)2 � 1 6 x2 6
6
q

1� (x1 � 2�)2 + 1

9>>=>>; :

Obviously, the optimal pair T = 2� and w�(t) = (cos(t);� sin(t)) satisfy of the condi-
tions the theorem 4.1:

1) (w� (t) ;  (t)) = C (W; (t)) for almost everywhere t 2 [0; 2�];

2) C
�

[u (T;w�)]1 ;  (T )
�

= �C �[Sk]1 ;� (T )
�

,

where  (t) = (cos(t);� sin(t))T for almost everywhere t 2 [0; 2�], [x (T;w�)]1 =
(T cos(T );�T sin(T ))T = (2�; 0)T , [Sk]1 =

n
(x1; x2)T : x1 = 2�; �1 6 x2 6 1

o
.
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5 Conclusions

In this article we considered the some properties of the fuzzy solution of the control
linear fuzzy di�erential equations and research the optimal time problems for it, when
u (T;w�) \ Sk 6= ;.

We did not consider the optimal time problems of the fuzzy solution of the control
linear fuzzy di�erential equations, when u (T;w�) � Sk or u (T;w�) � Sk and the optimal
time problems of the fuzzy solution of the control nonlinear fuzzy di�erential equations.
These cases require a separate study.
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