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Abstract

In 2009 B. Zheng et al. proposed two modified Gauss-Seidel (MGS) methods for linear
system with M-matrices. In this paper, we use the preconditioners introduced by B. Zheng
et al . For modified Jacobi method. The comparison theorems and numerical examples
show that the proposed methods are superior to the classical Jacobi method.
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1 Introduction
We consider the following preconditioned linear system
PAX = Pb (1.1)

where A = (a;;) € R™*™" is an M-matrix, P € R"*" is a preconditioner and X,b € R"
are vectors. Without loss of generality, we assume that A has a splitting of the form
A=1—-L—U, where I is the identity matrix, —L and —U are strictly lower and strictly
upper triangular parts of A, respectively.

The preconditioner Pg,_,  was introduced by Kotakemori et al. [4] as follows:

PSmam = I + Smaa: (]_2)

where S,,,4; is defined by

(1.3)

—a;p t=1...,n—1,7>1
S = Sm = L ’ . ?
maz = (577) { 0, Otherwise,

ki = min {jlmax |a;j| ,i < n}.
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In 2009 Zheng et al. [19] proposed the following two preconditioners:

Prioz = I + Spaz + Rmaz (1.4)
and
Pr =1+ Spas + R, (1.5)
where
L — _a’nykn i:n’j:kn’
(Rmam)z,y = { o, OtherWise (16)

with k, = min{j||an j| = maz{|ay,|,l =1,...,n —1}} and

s i —= < i<
Ri,j:{ Gy t=mlsgsn—l, (1.7)

0, OtherWise.

For the preconditioner (1.4), the preconditioned matrix A0 = (I + Spaz + Rmaz)A can
be split as follows:

Amam = Mpmaz — Nmaz (1-8)
= (I-D—-D)—(L—Rpaz + E+E+U— Spae+ F+ SmaU)  (1.9)
where D, F and F are respectively the diagonal, strictly lower and strictly upper triangular

parts of ;4. L, while D and E are the diagonal, strictly lower triangular parts of Ry,q, (L+
U). If My, is nonsingular, the modified Jacobi iterative matrix is defined by:

Traz = M) Nypaw = (I — D — D)™ YL — Rpaz + E+ E+U — Spaz + F + Sinaal)

For the preconditoner (1.5), the preconditioned matrix Ar = (I + Spez + R)A can be split
as

Ar=Mr—-Np=I-D—-D)—(L—R+E+FE+U — Snaz + F + SmazU), (1.10)

where D and E are the diagonal, strictly lower triangular parts of R(L+U). If Mg is
nonsingular, the modified Jacobi iterative matrix is defined by

Tr=Myp'Np=(I—-D—-D)"(L—R+E+E+U — Spaz + F + SpmazU).

This paper is organized as follows. In section 2, we present some notations, definitions and
preliminary results. In section 3, we prove the convergence of the proposed methods and
some comparison theorems. In section 4 we present some numerical examples to confirm
our theoretical analysis. Finally, in Section 5, conclusion is drown.

2 Preliminaries

For A = (a;;),B = (bi;) € R™", we write A > B if a;; > b;; holds for all i,j =
1,2,...,n. Calling A nonnegative if A > 0(a;; > 0i,5 = 1,...,n), where 0 is an n x n
zero matrix. For the vectors a,b € R™',a > b and a > 0 can be defined in the similar
manner.

Definition 2.1. A matriz A is L-matriz if a;; > 0,4 = 1,...,n and a;; < 0 for all
i,j=1,...,n,i # j. A nonsingular L-matriz A is a nonsingular M-matriz if A=* > 0.
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Lemma 2.1. [13] Let A be a nonnegative n X n nonzero matriz. Then
1. p(A), the spectral radius of A, is an eigenvalue;
2. A has a nonnegative eigenvector corresponding to p(A);
3. p(A) is a simple eigenvalue of A;
4. p(A) increases when any entry of A increases.
Definition 2.2. Let A be a real matriz. Then
A=M—-N
is called a splitting of A if M is a nonsingular matriz. The splitting is called
1. weak regular if M is nonsingular, M~ >0 and M~'N > 0;
2. regular if M is nonsingular, M—' >0 and N > 0;
3. nonnegative if M—'N > 0;
4. M-splitting if M is a nonsingular M-matriz and N > 0.

Definition 2.3. We call A = M — N the Jacobi splitting of A, if M = I is nonsingular
and N = (L +U). In addition, the splitting is called

1. Jacobi convergent if p(M~'N) < 1;
2. Jacobi reqular if M—' =171 >0 and N = (L +U) > 0.

Lemma 2.2. [7] Let A= M — N be an M-splitting of A. Then p(M~'N) < 1 if and if A
18 a nonsingular M-matriz.

Lemma 2.3. [15] Let A be a nonsingular M-matriz, and let A = My — Ny = My — No
be two convergent splittings, the first one weak reqular and the second one regular. if
M > Myt then

p(M;'Ny) < p(My ' Ny) < 1.

3 Convergence And Comparison Theorems

Before proving the comparison theorems, we prove the convergence of modified Jacobi
method with the preconditioner Ps, . = I + Sy, the preconditioned matrix Ag, ,, =
(I + Spaz)A can be written as

ASmam = Msmam - NSmam = (I - D) - (L + E + U - Sma:z: + F + SmaIU)

In which D, E and F are defined as in section 1. Hence, if a; y,ar,; # 1(: = 1,2,,n — 1)
then the modified Jacobi iterative matrix T, . can be defined by

_ —1
TSmaz - MSmaz NSmam

=(I—-D) " L+E+U— Spas+ F + SnazU)

as (I — D)~ ! exists.
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Lemma 3.1. Let A=1—L—U be a nonsingular M-matriz. Assume that 0 < a; y;ar, ; <
1,1<i<n-—1, then As,,,, = Ms,,.. — Ns,,.. is reqgular and Jacobi convergent.

Proof: The elements of Ag,,, are af; = ai; — ajx,ak, ;. We observe that when
0 < ajpar; <1,1 <i<n—1, the diagonal elements of Ag, . are positive and Ms_im
exists. It is known that (see [1]) an L-matrix A is a nonsingular M-matrix if and only
if there exists a positive vector y such that Ay > 0. By taking such y, the fact that
I+ Sy4 > 0 implies Ag y = (I + Spaz) Ay > 0.

Consequently, the L-matrix Ag, . is a nonsingular M-matrix, which means Agnlm > 0.
Since 0 < a; k,ax, ; < 1, we have (I — D)~! > I, the following inequality holds:

M), =(I-D)">0

since U > Spap > 0 clearly Ng, .. > 0 holds. Therefore, Ag, .. = Ms,,.. — Ns,... s a
regular and Jacobi convergent splitting by definition (2.3) and lemma (2.2).

3.1 On The Preconditioner R,,,; = I + Smaez + Bmax

Theorem 3.1. Let A be a nonsingular M-matriz and let that 0 < a;,ar,; < 1,1 <14 <
n—1and 0 < Wi k; Akjn < Lkj=1,---,n—1, then Apaz = Mimaz — Nmaz 15 a regular
and Jacobi convergent splitting.

Proof: We observe that when 0 < a;k,ar,; < 1,1 <i <n—1and 0 < ayk;akn <
1,k; =1,--- ,n—1 the diagonal elements of A, are positive and M} exists. Similar to
the proof of lemma (3.1), we can show that A4z = (I + Spaz + Rmaz)A is a nonsingular
M-matrix when A is a nonsingular M-matrix.

Thus A, > 0. When 0 < ajpap,; < 1,1 <i<n—1and 0 < appap;, < Lkj =

maxr

1,---,n—1, we have D+ D < I so (I —D-— D) > 0 the following relation holds:

Ml = (I-D-D)"' = (I—(D+D))"" = {I+(D+D)+(D+D)*+---+(D+D)""'} >0

max

Since L > Rpaz > 0 and U > Simaz > 0, clearly Nyaw = L — Ras + E + E+ U — Simaz +
F + SpnaeU > 0. Then A = Mpazr — Nmae i a regular and Jacobi convergent splitting
by definition (2.3) and lemma (2.2).

Theorem 3.2. Let A be a nonsingular M-matriz. Then under the assumptions of theorem
(8.1), the following relation holds,

P(Tmaz) < p(T) < 1.

Proof: The iteration matrix of the classical Jacobi method for A is T = (L 4 U).
Since A is a nonsingular M-matrix, the classical Jacobi splitting A = I — (L +U) is clearly
regular and convergent. From theorem (3.1), Apur = PrazA = Mimaz — Nimae 18 a Jacobi
convergent splitting. To compare p(Ty,q,) with p(T) , we consider the following splitting
of A :

Amaz = PrnazA = (I + Smaz + Rmam)A = Mmaz — Nmaz

and hence,

A = (I + Smax + Rmax)ileax - (I + Sma:v + Rma:v)ileax-
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If we take Ml = (I + Smafl? + Rmafl?)_lea:E and Nl = (I + Smaz + Rmaz)_leaIa then
p(Mlel) < 1 since MrZ}szmaI - Mlel- AISO, note that

M= M,L (I+Smas+ Rmaz) = (I—=D—D) *(I+Smar+Rmaz) > (I-D—D) ' > T
If follows from lemma (2.3) that p(M;'Ny) < p(M~'N) < 1. Hence p(M,,} Nyaz) <
p(M~'N) <1, ie., p(Trmaz) < p(T) < 1.

3.2 On The Preconditioner Rp =1 + Sy0z + R

Theorem 3.3. Let A be a nonsingular M-matriz and let that 0 < a;,ar,; < 1,1 <4 <
n—1and0 < ZZ;% an kg n < 1, then Agp = Mg — Npg is reqular and Jacobi convergent
splitting.

Proof: The proof is same as the proof of theorem (3.1).

Similar to the proof theorem (3.2), we can compare p(T') with p(Tr). The following is
a comparison result and we will state it without proof.

Theorem 3.4. Let A be a nonsingular M-matriz. Then under the assumptions of theorem
3.3, the following relation holds,

p(Tg) < p(T) < 1.

4 Examples

In this section, we test the following matrix,

1.00  0.00 -0.20 -0.60
—-0.10 1.00 -0.10 -0.50
-0.30 -0.10 1.00 —0.10
—-0.40 -0.30 -0.10 1.00

A=

By using preconditioners I + Sp,00 + Rmazr and I + Sy + R, we have the following

matrices :
0.76 —0.18 —-0.26 0.00

-0.30 085 —0.15 0.00

Amee =1 034 013 099 0.00
0.00 —0.30 —0.18 0.76
and
0.76 —0.18 —0.26 0.00
—0.30 0.85 —0.15 0.00
Ap =

-0.34 —-0.13 0.99 0.00
—-0.06 —-0.01 -0.11 0.60

By computation, we have
p(M™'N) = 0.736125 > p(M,,} Nppaz) = 0.530363

and
p(M*IN) =(0.736125 > p(MElNR) = 0.53029.
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Next, we test the following matrix:

10 -01 00 -01 00 -01 00 -02 —-04 0.0
-01 10 -01 -03 -01 00 00 -01 -0.1 0.0
-02 -01 10 -0.1 00 -01 00 00 -03 —-0.1
-01 -01 00 10 00 -01 -—-04 00 -0.1 0.0
00 -01 00 -01 10 -04 -02 00 -0.1 -0.1

A= -0.2 0.0 -0.1 0.0 0.0 1.0 0.0 -04 -0.1 -0.1
00 -01 -0.2 —-01 00 -0.1 1.0 0.0 —-0.3 -0.1
-0.2 —-0.1 -0.2 0.0 0.0 -0.1 0.0 1.0 -0.3 0.0
00 -01 -01 00 -02 00 -01 -02 10 -0.1
—0.1 0.0 00 -01 00 -01 -03 00 -01 1.0
We have

p(T) = 0.856049, p(Tiaz) = 0.774723 and p(Tg) = 0.774471. Clearly, p(Thaz) < p(T)
and p(Tr) < p(T') holds.

5 Conclusion

In 1991, A. D. Gunawardena et al. proposed the modified Gauss-Siedel (MGS) method
for solving the linear system with the preconditioned P = I + S [A. D. Gunawardena,
S. K. Jain, L. Snider, Modified Iterative Method For Consistent Linear System, Linear
Algebra Appl. 154-156 (1991)123-143]. Based on their work, in 2009 B. Zheng et al.[19]
proposed two modified Gauss-Seidel (MGS) methods for linear system with M-matrices.
In this paper, we used the preconditioners introduced by B. Zheng et al . for modified
Jacobi method. Also, the comparison theorems and numerical examples were shown that
the proposed methods are superior to the classical Jacobi method.
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