Available online at http://ijim.srbiau.ac.ir/
Int. J. Industrial Mathematics (ISSN 2008-5621)

Vol. 8, No. 3, 2016 Article ID IJIM-1152-00795, 8 pages
Research Article

e
it

a

J|
| IM

A new algorithm for solving Van der Pol equation based on piecewise

spectral Adomian decomposition method

S. Gh. Hosseini *f, E. Babolian *, S. Abbasbandy *

Received Date: 2014-12-06 Revised Date: 2015-11-11  Accepted Date: 2016-02-12

Abstract

In this article, a new method is introduced to give approximate solution to Van der Pol equation.
The proposed method is based on the combination of two different methods, the spectral Adomian
decomposition method (SADM) and piecewise method, called the piecewise Adomian decomposition
method (PSADM). The numerical results obtained from the proposed method show that this method
is an effective, accurate and powerful tool for solving Van der Pol equation and, the comparison show
that the proposed technique is in good agreement with the numerical results obtained using Runge-
Kutta method. The advantage of piecewise spectral Adomian decomposition method over piecewise
Adomian decomposition method is that it does not need to calculate complex integrals. Another
merit of this method is that, unlike the spectral method, it does not require the solution of any
linear or nonlinear system of equations. Furthermore, the proposed method is easy to implement and
computationally very attractive.
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Kutta method.

1 Introduction

Any problems in chemistry, biology, physics
M and engineering are related to nonlinear
self-excited oscillators [9, 16]. The Van der Pol
oscillator is a mode developed to describe the be-
havior of nonlinear vacuum tube circuits in the
relatively early days of the development of elec-
tronics technology. Balthazar Van der Pol in-
troduced his equation in order to describe tri-
ode oscillations in electrical circuits[17, 6]. Van

*Corresponding author. ghasem602@yahoo.com

TDepartment of Mathematics, Science and Research
Branch, Islamic Azad University, Tehran, Iran.

iDepartment of Mathematics, Science and Research
Branch, Islamic Azad University, Tehran, Iran.

$Department of Mathematics, Science and Research
Branch, Islamic Azad University, Tehran, Iran.

177

der Pol discovered stable oscillations, now known
as limit cycles, in electrical circuits employing
vacuum tubes. When these circuits are driven
near the limit cycle, they become entrained, i.e.
the driving signal pulls the current along with
it. The mathematical model for the system is
a well-known second order ordinary differential
equation with cubic non linearity of Van der Pol
equation. Since then thousands of papers have
been published attempting to achieve better ap-
proximations to the solutions occurring in such
non linear systems. The Van der Pol oscillator is
a classical example of self-oscillatory system and
is now considered as a very useful mathematical
model that can be used in much more complicated
and modified systems. However, this equation is
so important for mathematicians, physicists and
engineers to be extensively studied. The Van der
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Pol equation has a long history of being used in
both the physical and biological sciences. For
instance, Fitzhugh [8] and Nagumo[15] used the
equation in a planner field as a model for action
potential of neurons. Additionally, the equation
has also been extended to the Burridge-Knopoff
model which characterizes earthquake faults with
viscous friction|2].

During the first half of the twentieth century,
Balthazar van der Pol pioneered the field of ra-
dio telecommunication[4, 3, 18]. The Van der Pol
equation with large value of nonlinearity param-
eter has been studied by Cartwright and Little-
wood [5]; they showed that the singular solution
exists. Furthermore, analytically, Lavinson [14],
analyzed the Van der Pol equation by substitut-
ing the cubic non linearity for piecewise linear
version and showed that the equation has singu-
lar solution, as well. In addition, the Van der
Pol equation for Nonlinear Plasma Oscillations
has been studied by Hafeez and Chifu[l1l]; they
showed that the Van der Pol equation depends
on the damping coefficient p which has a varying
behaviour.

In the recent work, the Van der Pol equation
will be described in section 2. In section 3, a
new method, called the piecewise spectral Ado-
mian decomposition method(PSADM), will be
presented. Solution of Van der Pol equation by
PSADM will be interpreted in section 4, and fi-
nally in section 5, the detailed conclusion is pro-
vided.

2  The van der Pol Equation

In this section a description of the Van der Pol
equation can be expressed[12]. The Van der Pol
oscillator is a self-maintained electrical circuit
consisted of an inductor (L), a capacitor initially
charged with a capacitance (C) and a non-linear
resistance (R); all of which are connected in se-
ries as indicated in Figure 1. This oscillator was
invented by Van der Pol while he was trying to
discover a new way to model the oscillations of a
self maintained electrical circuit. The character-
istic intensity-tension Ug of the nonlinear resis-
tance (R) is given as:

(2.1)

where iy and Ry are the current and the resis-
tance of the normalization, respectively. This

R

Figure 1: Electric circuit modelizing the Van der
Pol oscillator in an autonomous regime.

non-linear resistance can be obtained by using the
operational amplifier (op-amp). By applying the
links law to Figure 1 we have:

Up+Ur+Uc=0 (2.2)

where Uy, and Ug are the tension to the limits of
the inductor and capacitor, respectively, and are
defined as:

di
UL = Lia

dr
1
UC = C/ZdT

Substituting (2.1), (2.3) and (2.4) in (2.2), we
have:

di AT DY S T
L7 — ROZ(][,* - g(*) ]+ C/’LdT =0. (25)

(2.3)

(2.4)

Differentiating (2.5) with respect to 7, we have

d?i odi i
L— — Ryl — 5]—+ = =0. 2.6
dr? ol i(%]dT + C (26)
Setting
i
20
and
t = weT (2.8)
where w, = \/% is an electric pulsation, we get:
d d
— = We— 2.9
dr ~ “dt (2:9)
d? 5 d?
ﬁ = we@. (210)
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Substituting (2.9) and (2.10) in (2.6), yields

d%y C o dy
— R/ =1 —y°)—= =0.
a2 OVL( y)dt+y

By setting p = RO\@, Eq.(2.11) takes dimen-
sional form as follows

(2.11)

y' =l =y +y=0. (2.12)
where p is the scalar parameter indicating the
strength of the nonlinear damping, and (2.12)
is called the Van der Pol equation in the au-
tonomous regime. This equation is expressed
with the initial conditions as:

(2.13)
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Figure 2: (a): plot of displacement y versus time
t; (b): phase plane. Solid line: PSADM; Solid
circle: RK4.
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Figure 3: (a): plot of displacement y versus time
t; (b): phase plane. Solid line: PSADM;
Solid circle: RK4.

3 The methodology

3.1 Adomian decomposition method
for Van der Pol Equation

The Adomian decomposition method (ADM) is
a semi-analytical method for ordinary and partial
nonlinear differential equations. The details of
this method are presented by G. Adomian[1]. The
ADM presented the equation in an operator form
by considering the highest-order of derivative in
the problem. Hence, in this problem we choose
the differential operator £ in terms of 3", then
(2.12) can be rewritten in the following form:

Ly =y — uy*y' — v, (3.14)
where the differential operator L is
d2
L=—. 3.15
The inverse operator £7! is
t ot
L) = / / Odtdt.  (3.16)
o Jo
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Figure 4: (A): plot of displacement y versus time
t; (B): phase plane. Solid line: PSADM; Solid
circle: RK4.

Operating with £7! on (3.14) , it follows
y(t) = y(0) — t/'(0) + uL™y' (1)

— L Py (8) — L7 y(). (3.17)

According to the ADM, the solution y(t) is rep-
resented by the decomposition series

y(t) = yn(t), (3.18)
n=0

and the nonlinear part of Eq. (3.17) is repre-
sented by the decomposition series

Ny®) =v* Oy (t) =D An(t),  (3.19)
n=0

where A, (t), the Adomian polynomials, are ob-
tained as follows:

1 dn -~

Ap = mdA”[N(ZZ:% A'yi)la=0

n=0,12,... (3.20)

By setting (3.18) and (3.19) in (3.17), we obtain

S nt) = (0) — 19/(0) + uL (S ()
n=0 n=0

- :U’[’il(z An(t) - ‘Cil(z yn(t))
n=0 n=0

(3.21)
To specify the components y,, (z), ADM wich indi-
cates the use of recursive relation will be applied,

yo(t) = y(0) — ty'(0), (3.22)
and
pua(t) = L Ly t) — L A ()
L7y, (), n>0. (3.23)

In practice, not all terms of the series in Eq.
(3.23) need to be determined and hence, the solu-
tion will be approximated by the truncated series

k—1
wk(t) = Zyn(t)
n=0
with

lim <y, (t) = y(t).

k—o0

(3.24)

3.2 Chebyshev polynomials

Chebyshev polynomials of the first kind are
orthogonal with respect to the weight function
w(z) = \/1177 on the interval[—1, 1], and satisfy
the following recursive formula:

To(z) =1, Ti(z) ==,
Thi1(z) = 22T, (z) — Tho1 (),

n=1,23,.. (3.25)

This system is orthogonal basis with weight func-

tion w(t) = (1 — 22)~1/2 and orthogonality prop-
erty:

1
/ To(z) T (x)(1

— $2)_1/2dx = zcn5nm,
. 2

(3.26)
where ¢g = 2, ¢, = 1 for n > 1 and 6y, is the
Kronecker delta function.
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A function u(z) € L2(—1,1) can be expanded by
Chebyshev polynomials as follows:

oo /

u(z) = ) uiTy(x),

J=0

(3.27)

where the coefficients u; are

2
4y = 2 < (@), Ty(a) >
J=0,12,
(3.28)
Here, < .,. >, is the inner product of L2(—1,1).

The grid (interpolation) points are chosen to be
the exterma

(3.29)

of the T},,(x). The following approximation of the
function u(x) can be introduced:

u(e) ~ul™(@) =Y @1y (),

(3.30)
=0
where @; are the Chebyshev coefficients. These
coefficients are determined as follows:
e 1 z'j
Z —u(x;) cos(—=),
mcj G m
j:0717 '7m )
(3.31)
where
- 2, 1=0,m
Ci_{1, 1<i<m-—1. (3:32)

3.3 Spectral Adomian decomposition
method(SADM)

At first, based on initial conditions (2.13), the
initial approximation yo(t) = « + [t is selected.
By applying iteration formula (3.23), the follow-
ing will be obtained
H(Ao(1)).

yi(t) = —L (3.33)

From (3.30), the function yi(x) on [0,£] can be
approximated as follows:

() =y () = Zﬂlej(gt - 1),
=0 ¢

where 1 are the Chebyshev coefficients derived
from (3.31) as follows:

21y & Tij

= > —yi(ti). cos(—

U ;L @'yl( i)- cos(——),
=0

(3.34)

mcj
J=0,1,...m,
ti = g(ti +1), i=0,...,m (3.35)

For finding the unknown coefficients y1(#;), i =

0,1,...,m, by substituting the grid points ¢;, i =
0,1,...,m in (3.31), the following will be con-
cluded:

yi(ti) = —L7H(Ao(%)),

from (3.35) and (3.36)

(3.36)

7=0,1,...,m, (3.37)

can be gained. Therefore, from (3.34) and (3.37)
the approximation of y(¢) can be obtained.

For finding the approximation of ys(t) of (3.23),
the following will be gained:

ya(t) = —L71(A}), (3.38)

in a similar way, the function y2(¢) on [0,&] can
be approximated as

m 2
ya(t) = yb (1) = Do i Tyt =1, (3:39)
=0
where
_ il cos( 7ij)
yZJ_ mcj :06 m’’
i=0,1,...m (3.40)

similarly, for finding the unknown coefficients
yo(t;), i = 0,1,...,m, by substituting the grid
points #;,4 = 0,1,...,m in (3.38)

ya(ti) = =L (A1(L)), (3.41)
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can be concluded, therefore, from (3.40) and
(3.41)

21 &1 - Tij

= — L7 AL(%)). cos(—

= 2.7 (A1 (E:))- cos( —);
i=0,1,...,m, (3.42)

and from (3.39) and (3.42) the approximation of
y2(t) can be obtained.

Generally, for n > 2, according to the above
method, the approximation of y,(z) will be
achieved as follows:

7=0,1,....m

At the end, y[m]( )—I—y[m]( )+y[m]( t)+.. +y[m]( t)
is the (n, m)-term approximation of the series so-
lution.

(3.44)

3.4

Piecewise spectral Adomian de-
composition method

It is clear that the hybrid spectral Adomian
decomposition method is ideally suited for solv-
ing differential equations whose solutions do not
change rapidly or oscillate over small parts of the
domain of the governing problem. For solving
strongly-nonlinear oscillators on large domains,
we introduce the main idea of the piecewise spec-
tral Adomian decomposition method.

We first divide the interval [0,¢] into subin-

tervals Q, = [§-1,&] where r = 1,..., M and
A, = & — &_1. Moreover, we define the linear
mappings ¢, : Q, — [-1,1] by
2Nt — &,
Yr(t) = (Al) -1,
r=1,2,.., M, (3.45)

and choose grid points ¢/ as:

U () = S ) 6,

r=1,2,..,M, i=0,1,...,m (3.46)

where 1,7 1(t;) is inverse map of ,(t). On € =

[S0, &1, et y10(t) = y(So) +4' (So)(t—&o) = o+ Bt
and for k >1
~(1)
Y1, k( Z yk] T
(3.47)
where y],%) are the Chebyshev coefficients. These

coefficients are determined by

) _ 2(=1) Zm 1 mij
ykj méj gl 5iy17k( z) COS( m )7
J=0,1,..m (3.48)

For finding the unknown coefficients v x(t}), i =

0,1,...,m, by substituting the grid points fil, 1=
0,1,...,m in (3.31), the following will be con-
cluded:

yik(t;) = =L (Ao(E})),

from (3.48) and (3.49)

(3.49)

(3.50)

Now, the (n,m)-term approximation on €; =
[0,&1] is introduced as follows:
M (1) = o™ [m] (m] (4
1n() =vi0) +yi1 () +yio () + ..
+y[m]( t).

(3.51)

Similarly, on Qo = [£1,&], we have yao(t) =
Bl (¢1) + @™ (&) (t — &) and for k > 1,

2
Yok (t) Zy( )T (0
(3.52)
where @,(3.) are the Chebyshev coefficients. These
coefficients are determined as follows:
;om ..
) _ 210 ij
Yej = mé; Z;Clmk(t i) COS(H%
i
j=0,1,....m (3.53)



S. Gh. Hosseini et al, /IJIM Vol. 8, No. 8 (2016) 177-184 183

For finding the unknown coefficients ys . (£?), i =
0,1,...,m, by substituting the grid points 7, i =
0,1,...,m in (3.31), the following will be con-
cluded:

ya.r(7) = =L (Ao(£7)),

from (3.53) and (3.54)

(3.54)

j=0,1,..,m. (3.55)

Now, the (n,m)-term approximation on Qs =
[£1,&2] is introduced as:

B () = b () + o () + () + ..

bl (8). (3.56)

In a similar way, we can obtain the (n,m)-order
approximation @L’?} (t) = Y p_ousk(t) on Qg =
[£s—1,&s], s=3.4,...,.M. Finally, the approximation
solution y(t) in entire interval [0,¢] is given by

ol"(), teq,
(), teq,,
g = ol = § P2n) i
q)g’\?}n(t)a te QM?
(3.57)

where O = [0,&] , Qu = [Em—1,¢] and Qg =
[€s—1,&s] for s = 2,3,..., M — 1. Tt is clear that
0,¢] = Ui‘il Q5. According to [13] SADM is
convergent on [0, ¢], consequently, it is concluded
that PSADM is convergent.

4 Numerical results

According to (2.12) and (2.13), the Van der Pol
equation in standard form is as follows:

Y —u(l -9y +y=0, y(0)=aq,
y'(0) = B,

where p is a scalar parameter indicating the de-
gree of nonlinearity and the strength of the damp-
ing. If p = 0, the equation reduces to the equa-
tion of simple harmonic motion y” + y = 0. For
p >0, when y > 1, —p(1 —19?) is positive and the
system behaves as a damped (energy dissipating)

(4.58)

system, and when y < 1, —u(1 — 3?) is negative
and the system behaves as a self excited (energy
absorbing) system.

To demonstrate the validity and applicability
of the PSADM, we compare the approximate re-
sults given by the presented method in three
cases p = 0.1, p = 0.5 and p = 1(A, = A =
0.5,m = 15,n = 10,M = 30) with numeri-
cal solution obtained by 4th order Runge-Kutta
method (At = 0.001) on interval [0,15]. In all
cases, we take o = [ = 0.01, and the results
are shown in Figures 2, 3 and 4, respectively.
From these figures we find that PSADM results
are close to the numerical solutions obtained us-
ing RK4.

5 Conclusion

In this paper, the piecewise Adomian decompo-
sition method was introduced and this method
was applied for solving Van der Pol equation, an
strongly non-linear and swinging equation. The
numerical results presented show that the pro-
posed method is a powerful method for solving
Van der Pol equation. The advantage of piece-
wise spectral Adomin decomposition method over
piecewise Adomian decomposition method is that
it does not need to calculate complex integrals.
Another advantage of the proposed method is
that, unlike the spectral method, there is no need
to solve algebraic equations (linear or nonlinear).
Furthermore, the result obtained from PSADM
for Van der Pol equation shows that this method
is an accurate and efficient method for solving
such equations.
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