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Abstract

In this paper, based on [A. Razani, V. Rakočević and Z. Goodarzi, Nonself mappings in modular
spaces and common fixed point theorems, Cent. Eur. J. Math. 2 (2010) 357-366.] a fixed point
theorem for non-self contraction mapping T in the modular space Xρ is presented. Moreover, we
study a new version of Krasnoseleskii’s fixed point theorem for S + T , where T is a continuous non-
self contraction mapping and S is continuous mapping such that S(C) resides in a compact subset of
Xρ, where C is a nonempty and complete subset of Xρ, also C is not bounded. Our result extends
and improves the result announced by Hajji and Hanebally [A. Hajji and E. Hanebaly, Fixed point
theorem and its application to perturbed integral equations in modular function spaces, Electron. J.
Differ. Equ. 2005 (2005) 1-11]. As an application, the existence of a solution of a nonlinear integral
equation on C(I, Lφ) is presented, where C(I, Lφ) denotes the space of all continuous function from
I to Lφ, Lφ is the Musielak-Orlicz space and I = [0, b] ⊂ R. In addition, the concept of quasi
contraction non-self mapping in modular space is introduced. Then the existence of a fixed point of
these kinds of mapping without ∆2-condition is proved. Finally, a three step iterative sequence for
non-self mapping is introduced and the strong convergence of this iterative sequence is studied. Our
theorem improves and generalized recent know results in the literature.

Keywords : Modular space; Non-self mappings; Quasi contraction; Krasnoseleskii’s fixed point theorem;
Integral equation.

—————————————————————————————————–

1 Introduction

T
he notion of modular space, as a generaliza-
tion of a metric space, was introduced by

Nakano [11] in 1950 in connection with the theory
of order spaces and generalized by Musielak and
Orlicz [10] in 1959. These spaces were developed
following the successful theory of Orlicz spaces,
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which replaces the particular, integral form of the
nonlinear functional, which controls the growth
of members of the space, by an abstractly given
functional with some good properties(see [8]).
In 1974, Ćirić [2], introduced quasi-contraction
mappings and proved the existence of fixed point
for these kind of mappings in complete metric
spaces. Fixed point theorems in modular spaces,
generalizing the classical Banach fixed point
theorem in metric spaces, have been studied
extensively.
In 2005, Hajji et al. [4] presented a modular
version of Krasnosel,skii fixed point theorem, for
a ρ-contraction and a ρ-completely continuous
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mapping.
In 2010, Razani et al. [13], study a common fixed
point theorem for non-self contraction mapping
in the modular space.
In 2014 Azizi et al. [1], study the modular
version of Krasnosel,skii fixed point theorem for
S + T , where T is a ρ-expansive mapping and
the image of B under S i.e. S(B) resides in a
compact subset of Xρ, where B is a subset of Xρ.
In 2015 Moradi et al. [9], introduce a new
nonlinear iterative algorithms in the modular
spaces. They study the convergence of generated
iterative sequences by this algorithms. Moreover,
they introduce a new double sequence iteration
and prove these sequences convergence strongly
to a fixed point of ρ-quasi contraction mapping.

Here, in Sections 2 and 3 based on [12] and
[13], some fixed point theorems for contraction
and quasi contraction non-self mappings in mod-
ular spaces are proved. Using the same argument
as [1] and [4], the existence of solution of a nonlin-
ear integral equation is studied and an example is
presented to guarantee our results, in Section 4.
Finally in Section 5, according to [9] we study an
iterative algorithm for non-self mapping in mod-
ular space.

Due to this, we recall the following definitions
and theorems (see [1], [5], [6], [8], [12] and [13]).

Definition 1.1 Let X be an arbitrary vector
space over K = (R or C).
a) A functional ρ : X −→ [0,∞] is called modular
if:
i) ρ(x) = 0 iff x = 0.
ii) ρ(αx) = ρ(x) for α ∈ K with |α|= 1, for all
x ∈ X.
iii) ρ(αx + βy) ≤ ρ(x) + ρ(y) if α, β ≥ 0,
α+ β = 1, for all x, y ∈ X.
If iii) is replaced by:
iii)′ ρ(αx + βy) ≤ αρ(x) + βρ(y) for α, β ≥ 0,
α + β = 1, for all x, y ∈ X, then the modular ρ
is called a convex modular.
b) A modular ρ defines a corresponding modular
space, i.e. the space Xρ given by:

Xρ = {x ∈ X |ρ(αx) → 0 as α → 0}.

c) If ρ is convex modular, the modular Xρ can be
equipped with a norm called the Luxemburg norm
defined by:

∥x∥ρ= inf{α > 0; ρ(
x

α
) ≤ 1}.

Remark 1.1 Note that ρ is an increasing func-
tion. Suppose that 0 < a < b, then property (iii)
with y = 0, shows that ρ(ax) = ρ(ab (bx)) ≤ ρ(bx).

Definition 1.2 Let Xρ be a modular space.
Then we have the following
a) A sequence (xn)n∈ in Xρ is said to be:
i) ρ-convergent to x if ρ(xn − x) → 0 as n → ∞.
ii) ρ-Cauchy if ρ(xn − xm) → 0 as n,m → ∞.
b) Xρ is ρ-complete if every ρ-Cauchy sequence is
ρ-convergent.
c) A subset B ⊂ Xρ is said to be ρ-closed if
for any sequence (xn)n∈ ⊂ B and xn → x then
x ∈ B.
d) A subset B ⊂ Xρ is called ρ-bounded if δρ(B) =
sup ρ(x− y) < ∞ for all x, y ∈ B, where δρ(B) is
called the ρ-diameter of B.
e) ρ has the Fatou property if:

ρ(x− y) ≤ lim inf ρ(xn − yn),

whenever xn → x and yn → y as n → ∞.
f) ρ is said to satisfy the ∆2-condition if
ρ(2xn) → 0 whenever ρ(xn) → 0 as n → ∞.

Definition 1.3 A function f : Xρ → Xρ is called
ρ-continuous, if ρ(xn − x) → 0, then ρ(f(xn) −
f(x)) → 0.

Using the same argument as in [13], we have
the following definition.

Definition 1.4 Assume Xρ is a modular space.
For x, y ∈ Xρ, we write

seg[x, y] = {z ∈ Xρ : z = (1− t)x+ ty,
0 ≤ t ≤ 1}.

(1.1)

Now, we recall a remark as follow:

Remark 1.2 If u ∈ Xρ and z0 = (1−t0)x+t0y ∈
seg[x, y], 0 ≤ t0 ≤ 1, then

ρ(u− z0)
= ρ((1− t0)u+ t0u− (1− t0)x− t0y)
≤ (1− t0)ρ(u− x) + t0ρ(u− y)
≤ max{ρ(u− x), ρ(u− y)}.

2 Fixed point theorem for non-
self mappings

In this section, by using the same argument as
in [12] and [13], some fixed point theorems for
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non-self mappings in modular spaces are proved.
In order to do this, a lemma and a remark are
presented as follows:

Lemma 2.1 Let Xρ be a modular space, and C
a nonempty ρ-closed subset of Xρ and ∂C the ρ-
boundary of C. If x ∈ C and y is not in C, there
is z ∈ ∂C such that

z ∈ ∂C ∩ seg[x, y].

Proof. Let us define

t0 = sup{t : z = (1− t)x+ ty ∈ C, 0 ≤ t ≤ 1}.

Now, z = (1− t0)x+ t0y ∈ ∂C ∩ seg[x, y].

Remark 2.1 Let Xρ be a modular space, C a
nonempty and ρ-closed subset of Xρ and ∂C the
ρ-boundary of C. Suppose T : C → Xρ and
T (∂C) ⊂ C. If x ≡ x1 ∈ C, we construct a
sequence {xn} of points in C as follows: Sup-
pose T (x1) is given. If T (x1) is in C, there is
x2 ∈ C such that x2 = T (x1). If T (x1) is not
in C, by Lemma 2.1 there is x2 ∈ ∂C such that
x2 ∈ ∂C ∩ seg[x1, T (x1)]. Hence, by induction,
one can construct a sequence {xn} of points in C
as follows. If T (xn) ∈ C, then xn+1 = T (xn) for
some xn+1 ∈ C; if T (xn) is not in C, then by
Lemma 2.1, xn+1 ∈ ∂C such that

xn+1 ∈ ∂C ∩ seg[xn, T (xn)].

We call a sequence {xn}, T -chain of x, and set
C(x) = {xn ∪ T (xn)}.

Theorem 2.1 (Schauder’s fixed point theorem
[3]) Let (X, ∥.∥) be a Banach space and K ⊂ X
is a nonempty, closed and convex subset. Sup-
pose the mapping S : K −→ K is continuous and
S(K) resides in a compact subset of X. Then S
has at least one fixed point in K.

Theorem 2.2 Let Xρ be a modular space where
ρ is convex and satisfy the ∆2-condition and the
Fatou property. Let C be a nonempty and ρ-
complete subset of Xρ, T : C → Xρ and T (∂C) ⊂
C. Suppose T satisfy the following condition:
There exists c, λ ∈ R+ such that c > 1 and
λ ∈ (0, 1) also for every x, y ∈ C,

ρ(c(Tx− Ty)) ≤ λρ(x− y).

Let x1, xn and Txn be as in the Remark 2.1. Then
there exists a unique fixed point of T .

Proof. {T (xn)} and {xn} are ρ-Cauchy se-
quences. First, we prove

xn+1 ̸= T (xn) ⇒ xn = T (xn−1). (2.2)

Suppose the contrary xn ̸= T (xn−1). Then xn ∈
∂C. Since T (∂C) ⊂ C then T (xn) ∈ C, hence
xn+1 = T (xn). Thus (2.2) is proved.
Now, we prove {xn} and {T (xn)} are ρ-Cauchy
sequences.

Case 1. Let for all n ∈ N, T (xn) ∈ C then
xn+1 = T (xn) and

ρ(c(T (xn)− T (xn−1))) ≤ λρ(xn − xn−1)
≤ · · ·
≤ λn−1ρ(x− Tx),

Case 2. If xn+1 ̸= T (xn), then xn = T (xn−1) and

xn+1 ∈ seg[xn, T (xn)] = seg[T (xn−1), T (xn)],

therefore

ρ(c(xn+1 − xn))
= ρ(c(xn+1 − T (xn−1)))
≤ max{0, ρ(c(T (xn)− T (xn−1)))}
≤ λρ(xn − xn−1).

Therefore by Case 1 and Case 2, we have,

ρ(c(xn+1 − xn)) ≤ ρ(c(T (xn)− T (xn−1)))
≤ λn−1ρ(x− Tx),

since λ ∈ (0, 1) then ρ(c(xn+1 − xn)) −→ 0. Also
by ∆2- condition ρ(xn+1 − xn) −→ 0.
Again {xn} and {T (xn)} are ρ-Cauchy sequences.
If not, then there exists an ε > 0 and two se-
quences of integers {n(s)}, {m(s)}, with, n(s) >
m(s) ≥ s, such that

ρ(T (xn(s))− T (xm(s))) ≥ ε for s = 1, 2, · · ·.
(2.3)

We can assume that

ρ(T (xn(s)−1)− T (xm(s))) < ε. (2.4)

In order to show this, suppose n(s) is the smallest
number exceeding m(s) for which (2.3) holds and∑

s = {n ∈ N|∃m(s) ∈ N; ρ(T (xn)−
T (xm(s))) ≥ ε and n > m(s) ≥ s}.

Obviously
∑

s ̸= ϕ and since
∑

s ⊂ N, then by
well ordering principle, the minimum element of
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∑
s is denoted by n(s), and clearly (2.4) holds.

Now

ρ(c(T (xn(s))− T (xm(s))))

≤ λρ(T (xn(s)−1)− T (xm(s)−1)),

moreover

ρ(T (xn(s)−1)− T (xm(s)−1))

≤ ρ(c(T (xn(s)−1)− T (xm(s))))

+ρ(α(T (xm(s))− T (xm(s)−1))),

where α ∈ R+ is the conjugate of c. By using
∆2-condition

ρ(α(T (xm(s))− T (xm(s)−1))) −→ 0,

therefore

ε ≤ ρ(c(T (xn(s))− T (xm(s))))

≤ λρ(c(T (xn(s)−1)− T (xm(s)−1)))

≤ λε,

which is a contradiction. Therefore, by ∆2-
condition {xn} and {T (xn)} are ρ-Cauchy se-
quences.
Since {xn} ⊆ C and C is a ρ-complete subset
of Xρ, then limn−→∞ xn = w ∈ C. We show
limn−→∞ T (xn) = w. For each m ∈ N,

ρ(w − T (xm)) ≤ lim inf
m

ρ(xn − T (xm)).

Thus limm−→∞ ρ(w − T (xm)) = 0, i.e.,
limn−→∞ T (xn) = w. Also

ρ(w − Tw) ≤ lim infn ρ(T (xn)− T (w))
≤ λρ(xn − w).

Since λ < 1, ρ(w − Tw) = 0 or T (w) = w. Let z
and w are two arbitrary fixed point of T . Then

ρ(c(z − w)) = ρ(c(Tz − Tw))
≤ λρ(z − w)
≤ λρ(c(z − w)),

which implies ρ(c(z − w)) = 0; therefore z = w.

In 2005, Hajji [4] proved a modular version
of Krasnoseleskili’s fixed point theorem for self
mapping T : C −→ C, where C is a convex,
closed and bounded subset of Xρ. We prove a
modular version of Krasnoseleskili’s fixed point
theorem for non-self mapping, where C is not
bounded.

Theorem 2.3 Let Xρ be a modular space where
ρ is convex and satisfy the ∆2-condition and the
Fatou property. Let C be a nonempty and ρ-
complete subset of Xρ. Suppose T and S satisfy
the following conditions:
(I) T : C → Xρ and T (∂C) ⊂ C also there ex-
ist c, λ ∈ R+ such that c > 1 and λ ∈ (0, 1), for
every x, y ∈ C

ρ(c(Tx− Ty)) ≤ λρ(x− y). (2.5)

(II) S : C → Xρ and S(∂C) ⊂ C is a ρ-
continuous and S(C) resided in a ρ-compact sub-
set of Xρ.
(III) T (C)+S(C) ⊂ C and T (∂C)+S(∂C) ⊂ C.
Then there exists a point w ∈ C with Tw+Sw =
w.

Proof. Let z ∈ C, then the mapping T + Sz :
C −→ Xρ satisfies the assumptions of Theorem
2.2, therefore the equation Tx + Sz = x has
unique solution x = Λ(Sz) ∈ C. Then it follows
that for any z ∈ C, there exists x ∈ C such that
(I − T )x = Sz. Operator I − T is injective, be-
cause, if z, w in C, such that (I−T )z = (I−T )w,
then by inequality (2.5), z = w. Therefore
Λ(Sw) = (I − T )−1Sw for all w ∈ C there ex-
ists. We consider the mapping ΛS : C −→ C by
w −→ Λ(Sw). We show ΛS is ρ-continuous. Let
{xn} ⊂ C be ρ-continuous to x ∈ C. Since S is
ρ-continuous mapping then ρ(Sxn − Sx) −→ 0.
We consider the sequence defined by Λ(wn) =
(I − T )−1(wn) and Λ(wn)− TΛ(wn) = wn where
wn = Sxn and w = Sx. Also

ρ(Λ(wn)− Λ(w))
≤ ρ(α(wn − w)) + ρ(c(TΛ(wn)− TΛ(w)))
≤ ρ(α(wn − w)) + λρ(Λ(wn)− Λ(w)),

where α ∈ R+ is the conjugate of c. We have,

(1− λ)ρ(Λ(wn)− Λ(w)) ≤ ρ(wn − w),

then ρ(Λ(wn) − Λ(w)) −→ 0 as n −→ ∞, hence
Λ : S(C) −→ C is ρ-continuous mapping. Since
S is ρ-continuous mapping then ΛS : C −→ C
is also ρ-continuous and by ∆2-condition ΛS is
∥.∥ρ-continuous, by (II), ΛS(C) resided in a ρ-
compact subset of Xρ. Then by using Theorem
2.1, there exists a w ∈ C such that w = Λ(Sw)
and Tw + Sw = w.
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3 Quasi contraction non-self
mappings

Recently, Khamsi [7] study quasi contraction
mapping in modular spaces. Here, we consider
quasi contraction non-self mappings in modular
space and generalize fixed point theorems of Ćirić
[2], and Ume [14] in modular spaces. In this sec-
tion, based on [13], some fixed point theorems
for quasi contraction non-self mappings without
∆2-condition are proved in modular spaces.

Theorem 3.1 Let Xρ be a modular space, where
ρ is convex and satisfies the Fatou property. Sup-
pose C is a nonempty ρ-complete subset of Xρ,
T : C → Xρ and T (∂C) ⊂ C, also for every
x, y ∈ C, ρ(Tx− Ty) ≤ Mω(x, y), where

Mω(x, y) = max{ω1[ρ(x− y)],
ω2[ρ(x− Tx)], ω3[ρ(y − Ty)],
ω4[ρ(x− Ty)], ω5[ρ(y − Tx)]},

and ωi : [0,∞) → [0,∞), i = 1, 2, · · · , 5 is a
nondecreasing semicontinuous function from the
right, such that ωi(r) < r, for r > 0, and
limr→∞[r − ωi(r)] = ∞.
Let x1, xn and Txn be as in the Remark 2.1. If
δρ(C(x)) < ∞, then xn and Txn are ρ-convergent
sequences with the same limit, say w ∈ C. More-
over, if ρ(w − T (w)) < ∞, then w is a unique
fixed point of T , i.e. T (w) = w.

Proof. Let x1, xn and Txn be as in the Remark
2.1. We prove {T (xn)} and {xn} are ρ-Cauchy
sequences.

xn+1 ̸= T (xn) ⇒ xn = T (xn−1).

To prove this, let us consider

An = (
n−1∪
i=0

xi)
∪

(
n−1∪
i=0

T (xi)),

and an = δρ(An). We prove

an = max{ρ(x0 − T (xi)) : 0 ≤ i ≤ n− 1}. (3.6)

If an = 0, then x0 = T (x0) and x0 is a fixed
point of T . Suppose that an > 0. To prove (3.6),
three cases are considered.

Case 1. Suppose an = ρ(xi − T (xj)) for some
0 ≤ i, j ≤ n− 1.

(1.I) Now, if i ≥ 1 and xi = T (xi−1) for some
k ∈ {1, 2, · · · , 5}

an = ρ(xi − T (xj))
= ρ(T (xi−1)− T (xj))
≤ Mω(an)
< an,

and this is a contradiction. Hence i = 0.
(1.II) If i ≥ 1 and xi ̸= T (xi−1), we
have i ≥ 2 and xi−1 = T (xi−2). Hence
xi ∈ seg[T (xi−2), T (xi−1)], and for some k ∈
{1, 2, · · · , 5}

an = ρ(xi − T (xj))
≤ max{ρ(T (xi−2)− T (xj)),

ρ(T (xi−1)− T (xj))
≤ max{Mω(xi−2, xj),Mω(xi−1, xj)}
≤ ωk(an)
< an,

and this is a contradiction.

Case 2. Suppose an = ρ(xi − xj) for some
0 ≤ i, j ≤ n− 1.
(2.I) If xi = T (xi−1), then (2.I) reduces to (1.I).
(2.II) If xi ̸= T (xi−1) then xi−1 = T (xi−2) and

xi ∈ ∂C ∩ seg[T (xi−2), T (xi−1)],

hence

an = ρ(xi − xj)
≤ max{ρ(xj − T (xi−2)),

ρ(xj − T (xi−1))},

and (2.II) reduces to (1.II).

Case 3. If an = ρ(T (xi) − T (xj)) then Case 3
reduces to (1.I). Thus (3.6) is proved. Let

Bn = (

∞∪
i=n

xi)
∪

(

∞∪
i=n

T (xn)),

and
bn = δρ(Bn)

= supj≤n ρ(xn − T (xj)),

where n = 2, 3 · · ·. Note that bn is defined, be-
cause δρ(C(x)) < ∞. We have, two cases:

If xn = T (xn−1), then for each j ≤ n and some
k ∈ {1, 2, · · · , 5},

bn = ρ(xn − T (xj))
= ρ(T (xn−1)− T (xj))
≤ ωk(bn−1).
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If xn ̸= T (xn−1), then for each n ≥ 1 and j ≥ n,
for some k ∈ {1, 2, · · · , 5},

bn = ρ(xn − T (xj))
≤ max{ρ(T (xn−2)− T (xj)),

ρ(T (xn−1)− T (xj))}
≤ ωk(bn−2).

Thus, there exists a subsequence βn of bn and
k ∈ {1, 2, · · · , 5} such that for each n

βn ≤ ωk(bn−2), n = 2, 3, · · · .

Since bn is a positive and decreasing sequence,
then limn bn = limn βn = b. We prove b = 0,
otherwise b ≤ ωk(b) < b and this is a contradic-
tion. Then {xn} and {T (xn)} are two ρ-Cauchy
sequences. Since {xn} ⊂ C and C is a ρ-complete
subset of Xρ, we conclude limn xn = w ∈ C.
Now, we prove limn T (xn) = w. For each m ∈ N,

ρ(w − T (xm)) ≤ lim infn ρ(xn − T (xm))
≤ b(m).

Thus limm ρ(w − T (xm)) = 0, i.e., limT (xn) =
w. We prove Tw = w. If not, i.e., Tw ̸= w then

ρ(Tw − T (xn))
≤ max{ω1[ρ(w − xn)], ω2[ρ(w − Tw)],

ω3[ρ(xn − T (xn))], ω4[ρ(w − T (xn))],
ω5[ρ(xn − T (w))]}.

By taking limit when n → ∞,

ρ(Tw − w)
≤ max{ω1[ρ(w − w)], ω2[ρ(w − Tw)],

ω3[ρ(w − w)], ω4[ρ(w − w)],
ω5[ρ(w − T (w))]}.

Hence, for some k ∈ {1, 2, · · · , 5},

ρ(Tw − w) ≤ ωk(ρ(Tw − w))
< ρ(Tw − w),

and this is a contradiction. Hence Tw = w. In
order to prove the uniqueness, suppose w∗ is a
fixed point of T in C such that w ̸= w∗, then

ρ(w∗ − w)
= ρ(Tw∗ − Tw)
≤ max{ω1[ρ(w − w)], ω2[ρ(w

∗ − Tw∗)],
ω3[ρ(w − Tw)], ω4[ρ(w

∗ − Tw)],
ω5[ρ(w − Tw∗)]}.

Then

ρ(w∗ − w)
≤ max{ω1[ρ(w − w)], ω2[ρ(w

∗ − w∗)],
ω3[ρ(w − w)], ω4[ρ(w

∗ − w)],
ω5[ρ(w − w⋆)]}.

Hence, for some k ∈ {1, 2, · · · , 5}

ρ(w∗ − w) ≤ ωk(ρ(w − w∗)) < ρ(w − w∗),

and this is a contradiction, thus w = w∗.

Corollary 3.1 Let Xρ be a modular space, where
ρ is convex and satisfies the Fatou property. Let
C be a nonempty and ρ-complete subset of Xρ,
T : C → Xρ and T (∂C) ⊂ C. Suppose T satisfies
the following condition:
There exists a constant λ ∈ (0, 1) such that for
every x, y ∈ C

ρ(Tx− Ty) ≤ λM(x, y),

where

M(x, y)
= max{ρ(x− y), ρ(x− Tx),

ρ(y − Ty), ρ(x− Ty), ρ(y − Tx)}.

Let x1, xn and T (xn) be as in the Remark 2.1.
If δρ(C(x)) < ∞, then {xn} and {Txn} are ρ-
convergent sequences with the same limit, say w ∈
C. Moreover, if ρ(w − T (w)) < ∞, then w is a
unique fixed point of T , i.e. T (w) = w.

Proof. We construct sequences {xn} and
{T (xn)} as the same as the previous theorem and
similar to that

xn+1 ̸= T (xn) ⇒ xn = T (xn−1).

Again {T (xn)} and {xn} are ρ-Cauchy sequences.
Now, let

B(n, k) = {xj , T (xj) : n ≤ j ≤ n+ k}
B(n) = {xj , T (xj) : n ≤ j}
b(n, k) = sup{ρ(x− y) : x, y ∈ B(n, k)}
b(n) = sup{ρ(x− y) : x, y ∈ B(n)}.

Note that b(n, k)k→∞ ↑ b(n) and b(n) ↓. Hence,
b = limn → ∞b(n) ≥ 0 exists. By same argu-
ment Theorem 3.1, b = 0 and therefore {xn} and
{T (xn)} are ρ-Cauchy sequences. Since C is a ρ-
complete subset of Xρ, then limn−→∞ xn = w ∈
C. One can prove limn−→∞ T (xn) = w. For each
m ∈ N,

ρ(w − T (xm)) ≤ lim infn ρ(xn − T (xm))
≤ b(m).
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Thus limm ρ(w − T (xm)) = 0, i.e., limT (xn) =
w. Note that

M(xn, w)
= max{ρ(xn − w), ρ(xn − T (xn)),

ρ(w − Tw), ρ(xn − Tw), ρ(w − T (xn))}
≤ max{ρ(xn − w), b(n),

ρ(w − Tw), ρ(xn − Tw), ρ(w − T (xn))}.

Now

ρ(w − Tw) ≤ lim infn ρ(T (xn)− T (w))
≤ λmax{0, ρ(w − Tw)}.

Since λ < 1, ρ(w−Tw) = 0 or T (w) = w. If w∗ is
any fixed point of T in C such that ρ(w − w∗) <
∞, then

ρ(w − w∗) = ρ(Tw − Tw∗) ≤ λρ(w − w∗),

which implies ρ(w − w∗) = 0 or w = w∗.

4 An integral equation in mod-
ular function space

In this section, using the same argument as in
[1], we study the following integral equation:

u(t) = f(t, u(t))+∑n
i=1 gi(t, u(t))

∫ t
0 λ(t, s)Λi(s, u(s))ds

+
∑n

j=1 hj(t, u(t))
∫ t
0 Ωj(t, s, u(s))ds,

(4.7)
where Lφ, is the Musielak-Orlicz space and I =
[0, b] ⊂ R. C(I, Lφ) denote the space of all ρ-
continuous function from I to Lφ with the modu-
lar σ(u) = supt∈I∥u(t)∥ρ. Also C(I, Lφ) is a real
vector space. If ρ is a convex modular, then σ is
a convex modular. Also, if ρ satisfies the Fatou
property and ∆2-condition, then σ satisfies the
Fatou property and ∆2-condition (see [4]).
Suppose B is a ρ-closed and convex subset of Lφ.
We consider the following hypotheses:

(1) f : I × B −→ Lφ is a ∥.∥ρ-contractive map-
ping, that is, there exists constant q ∈ R+

such that q < 1 and for all u, v ∈ B

∥f(t, u)− f(t, v)∥ρ≤ q∥u− v∥ρ.

Also for t ∈ I, f(t, .) : B −→ Lφ is ∥.∥ρ-
continuous and f is onto.

(2) gi are functions from I × B into Lφ, for
i = 1, ..., n such that gi(t, .) : B −→ Lφ,

for i = 1, ..., n are ∥.∥ρ-continuous and there
exist ai ≥ 0 such that

∥gi(t, u)− gi(t, v)∥ρ≤ ai∥u− v∥ρ,

for i = 1, ..., n, and for all t ∈ I and u, v ∈ B.
Also for u ∈ B, t −→ gi(t, u) are nondecreas-
ing on I and for t ∈ I, u −→ gi(t, u) are
nondecreasing on B for i = 1, ..., n.

(3) Λi, are functions from I × B into Lφ, for
i = 1, · · · , n such that Λi(t, .) : B −→ Lφ are
∥.∥ρ-continuous and t −→ Λi(t, u) are mea-
surable for every u ∈ B. Also, there exist
functions βi ∈ L1(I) and nondecreasing con-
tinuous functions γi : [0,∞) −→ (0,∞) such
that

∥Λi(t, u)∥ρ≤ βi(t)γi(∥u∥ρ),

for all t ∈ I and u ∈ B. Also for t ∈ I,
u −→ Λi(t, u) are nondecreasing on B.

(4) hj are functions from I ×B into Lφ, for j =
1, ..., n, such that hj(t, .) : B −→ Lφ are ∥.∥ρ-
continuous and there exist áj ≥ 0 such that

∥hj(t, u)− hj(t, v)∥ρ≤ áj∥u− v∥ρ,

for j = 1, ..., n, for all t ∈ I and u, v ∈ B.
Also for u ∈ B, t −→ hj(t, u) are nonde-
creasing on I and for t ∈ I, u −→ hj(t, u)
are nondecreasing on B.

(5) Ωj are functions from I × I × B into Lφ,
for j = 1, ..., n such that Ωj(t, s, .) : u −→
Ωj(t, s, u) are ∥.∥ρ-continuous on B for al-
most all t, s ∈ I and s −→ Ωj(t, s, u) are
measurable for every u ∈ B. Also, there exist
nondecreasing continuous functions β́j , γ́j :
I −→ [0,∞) such that

lim
t−→∞

β́j(t)

∫ t

0
γ́j(s)ds = 0,

and
∥Ωj(t, s, u)∥ρ≤ β́j(t)γ́j(s),

for all t, s ∈ I, s ≤ t and u ∈ B.

(6) There exist measurable functions ηj : I×I×
I −→ R+ such that

∥Ωj(t, s, u)− Ωj(r, s, u)∥ρ≤ ηj(t, r, s),

for all t, r, s ∈ I and u ∈ B, also
limt−→r

∫ b
0 ηj(t, r, s)ds = 0.
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(7) ∥Ωj(t, s, u) − Ωj(t, s, v)∥ρ≤ ∥u − v∥ρ for all
t, s ∈ I and u, v ∈ B, j = 1, · · · , n.

(8) λ is function from I × I into R+. For each
t ∈ I, λ(t, s) is measurable on [0, t]. Also
for s ∈ I, t −→ λ(t, s) is nondecreasing on
I. λ(t) = esssup|λ(t, s)| is bounded on [0, b]
and k = sup|λ(t)|. The map λ(., s) : t −→
λ(t, s) is continuous from I to L∞(I).

Theorem 4.1 Suppose that the condition (1)-
(8) are satisfied and Lφ satisfy the ∆2-condition
and there exists r ≥ 0 such that for all t, s ∈ I,∫ t

0
βi(s)ds <

r

2n(air + di)kb

∫ t

0

1

γi(r)
ds,

and ∫ t

0
γ́j(s)ds ≤

r

2n(ájr + d́j)β́j(b)
,

where di := sup{∥gi(t, u)∥ρ, t ∈ I, u ∈ B}, for

i = 1, · · · , n and d́j := sup{∥hj(t, u)∥ρ, t ∈ I, u ∈
B} for j = 1, · · · , n and also sup{∥f(t, u)∥ρ, t ∈
I, u ∈ B} ≤ r. Then integral equation (4.7) has
at least one solution u ∈ C(I, Lφ).

Proof. Now consider the operators,

Tu(t) = f(t, u(t)),

and

Su(t)

=
∑n

i=1 gi(t, u(t))
∫ t
0 λ(t, s)Λi(s, u(s))ds

+
∑n

j=1 hj(t, u(t))
∫ t
0 Ωj(t, s, u(s))ds.

We show T and S satisfy the hypotheses of Theo-
rem 2.3. By conditions, T and S are well defined
on C(I,B). Define,

A = {u ∈ C(I,B); ∥u(t)∥ρ≤ r for all t ∈ I},

then A is a nonempty, ∥.∥ρ-bounded, ∥.∥ρ-closed
and convex subset of C(I,B). Next, we prove
that Su(t) ∈ A, for u ∈ A, we have

∥Su(t)∥ρ
= ∥

∑n
i=1 gi(t, u(t))

∫ t
0 λ(t, s)Λi(s, u(s))ds

+
∑n

j=1 hj(t, u(t))
∫ t
0 Ωj(t, s, u(s))ds∥ρ

≤
∑n

i=1∥(gi(t, u(t))− gi(t, 0) + gi(t, 0))

×
∫ t
0 λ(t, s)Λi(s, u(s))ds∥ρ

+
∑n

j=1∥(hi(t, u(t))− hi(t, 0)

+hi(t, 0))
∫ t
0 Ωj(t, s, u(s))ds∥ρ

≤
∑n

i=1(air + di)k
∫ t
0 βi(s)γi(r)ds

+
∑n

j=1(ájr + d́j)
∫ t
0 β́j(t)γ́j(s)ds

≤ r.

We show S is ∥.∥ρ-equicontinuous. Let u ∈ A, for
i, · · · , n

∥gi(t, u(t))
∫ t
0 λ(t, s)Λi(s, u(s))ds−

gi(τ, u(τ))
∫ τ
0 λ(τ, s)Λi(s, u(s))ds∥ρ

= ∥gi(t, u(t))
∫ t
0 λ(t, s)Λi(s, u(s))ds±

gi(t, u(t))
∫ t
0 λ(τ, s)Λi(s, u(s))ds

±gi(τ, u(τ))
∫ t
0 λ(τ, s)Λi(s, u(s))ds

−gi(τ, u(τ))
∫ τ
0 λ(τ, s)Λi(s, u(s))ds∥ρ

≤ ∥gi(t, u(t))(
∫ t
0 λ(t, s)Λi(s, u(s))ds−∫ t

0 λ(τ, s)Λi(s, u(s))ds)∥ρ
+∥(gi(t, u(t))− gi(τ, u(τ)))∫ t
0 λ(τ, s)Λi(s, u(s))ds∥ρ
+∥gi(τ, u(τ))

∫ t
τ λ(τ, s)Λi(s, u(s))ds∥ρ,

since

∥gi(t, u(t))(
∫ t
0 λ(t, s)Λi(s, u(s))ds−∫ t

0 λ(τ, s)Λi(s, u(s))ds)∥ρ
= ∥gi(t, u(t))(

∫ t
0 (λ(t, s)

−λ(τ, s))Λi(s, u(s))ds)∥ρ
≤ ∥(gi(t, u(t))− gi(t, 0) + gi(t, 0))

×(
∫ t
0 (λ(t, s)− λ(τ, s))Λi(s, u(s))ds)∥ρ

≤ (air + di)|λ(t, 0)− λ(τ, 0)|L∞

∫ t
0 βi(s)γi(r)ds

≤ r
2nk |λ(t, 0)− λ(τ, 0)|L∞ ,

and

∥(gi(t, u(t))− gi(τ, u(τ)))
∫ t
0 λ(τ, s)

Λi(s, u(s))ds∥ρ
≤ ∥(gi(t, u(t))− gi(τ, u(τ)))k

∫ t
0 βi(s)γi(r)ds∥ρ

≤ r
2n(air+di)

(∥gi(t, u(t))− gi(t, u(τ))∥ρ
+∥gi(τ, u(τ))− gi(t, u(τ))∥ρ)

≤ r
2n(air+di)

(ai∥u(t)− u(τ)∥ρ+di),

and

∥gi(τ, u(τ))
∫ t
τ λ(τ, s)Λi(s, u(s))ds∥ρ

= ∥(gi(τ, u(τ))− gi(τ, 0)

+gi(τ, 0))
∫ t
τ λ(τ, s)Λi(s, u(s))ds∥ρ

≤ (air + di)k
∫ t
τ βi(s)γi(r)ds

≤ r
2nb |t− τ |.

By equation (4.7),

∥hj(t, u(t))
∫ t
0 Ωj(t, s, u(s))ds

−hj(τ, u(τ))
∫ τ
0 Ωj(τ, s, u(s))ds∥ρ

≤ ∥hj(τ, u(τ))(
∫ t
0 Ωj(t, s, u(s))ds

−
∫ τ
0 Ωj(τ, s, u(s))ds)∥ρ

+∥(hj(t, u(t))− hj(τ, u(τ)))∫ t
0 Ωj(t, s, u(s))ds∥ρ,

since

∥hj(τ, u(τ))(
∫ t
0 Ωj(t, s, u(s))ds

−
∫ τ
0 Ωj(τ, s, u(s))ds)∥ρ

≤ (ájr + d́j)
∫ b
0 η(t, τ, s)ds,
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and
∥(hj(t, u(t))− hj(τ, u(τ)))∫ t

0 Ωj(t, s, u(s))ds∥ρ
≤ ájr

2n(ájr+d́j)
∥u(t)− u(τ)∥ρ,

then S(A) is ∥.∥ρ-equicontinuous. By using the
Arzela-Ascoli Theorem, S is a ∥.∥σ-compact map-
ping.
Finally, we show that S is ∥.∥σ-continuous. Let
u, v ∈ A, for i = 1, · · · , n

∥gi(t, u(t))
∫ t
0 λ(t, s)Λi(s, u(s))ds

−gi(t, v(t))
∫ t
0 λ(t, s)Λi(s, v(s))ds∥ρ

≤ ∥(gi(t, u(t))− gi(t, v(t)))

×
∫ t
0 λ(t, s)Λi(s, u(s))ds∥ρ

+∥gi(t, v(t))
∫ t
0 λ(t, s)(Λi(s, u(s))

−Λi(s, v(s)))ds∥ρ
≤ rai

2n(air+di)
∥u(t)− v(t)∥ρ

+(air + di)k
∫ t
0∥u(s)− v(s)∥ρds

≤ rai
2n(air+di)

∥u− v∥σ
+(air + di)kb∥u− v∥σ.

and

∥hj(t, u(t))
∫ t
0 Ωj(t, s, u(s))ds

−hj(t, v(t))
∫ t
0 Ωj(t, s, v(s))ds∥ρ

≤ ∥(hj(t, u(t))− hj(t, v(t)))

×
∫ t
0 Ωj(t, s, u(s))ds∥ρ

+∥hj(t, v(t))(
∫ t
0 Ωj(t, s, u(s))ds

−
∫ t
0 Ωj(t, s, v(s))ds)∥ρ

≤ ájr

2n(ájr+d́j)
∥u− v∥σ+(ájr

+d́j)b∥u− v∥σ.

Therefore by Theorem 2.3, u ∈ A is a solution of
equation (4.7).

Example 4.1 Let E = (0,∞), define mod-
ular ρ : X −→ [0,∞) as follows ρ(u) =∫∞
0 |u(x)|x+1dx, where X is the set of measurable
function u : E −→ R. Let M be the set of ρ-
continuous function on E, such that 0 ≤ u(x) ≤
1
4 . Therefore M is ρ-closed subset of Xρ.
C(I,M) denote the space of all ρ-continuous
function from I to M with the modular φ(u) =
supt∈I ρ(u(t)), where I = [0, b].
Now, consider the nonlinear integral equation

u(t) = Φ(u(t)) +
∫ t
0 Λ(s)Ψ(u(s))ds, (4.8)

where u ∈ C(I,M). One can assume the following
conditions are satisfied:

(1) Φ : M −→ Xρ defined by

Φ(u(t)) =

{
u(t− 1) if t ≥ 1,
0, if t ∈ [0, 1).

(4.9)

(2) Ψ : M −→ Xρ is a continuous function. Also
there exists a constant m ∈ R+ and nonde-
creasing continuous function β : [0,∞) −→
(0,∞) such that ρ(Ψ(u)) ≤ mβ(ρ(u)) for all
u ∈ M .

(3) Λ be a function from I into R+ and for each
t ∈ I, Λ(t) is measurable on [0, t]. Also we
consider r = supt∈I |Λ(t)|≤ 1.

Let there exists a constant k ≥ 0 such that for all
t ∈ I; m < k

β(k)br and sup{ρ(Φ(u(t))), t ∈ I} ≤ k.
Let

B = {u ∈ C(I,M); ρ(u(t)) ≤ k for all t ∈ I},

then B is a nonempty, ρ-bounded, ρ-closed and
convex subset of C(I,M). We consider Tu(t) =
Φ(u(t)) and Su(t) =

∫ t
0 Λ(s)Ψ(u(s))ds. For all

u, v ∈ M ,

ρ(Φ(u(t))− Φ(v(t)))
=

∫∞
0 |Φ(u(t))− Φ(v(t))|t+1dt

=
∫∞
1 |u(t− 1)− v(t− 1)|t+1dt

=
∫∞
0 |u(t)− v(t)|t+1|u(t)− v(t)|dt

≤ 1
4ρ(u− v),

therefore φ(Φ(u) − Φ(v)) ≤ 1
4φ(u − v). Also for

u ∈ B,

ρ(Su(t)) = ρ(
∫ t
0 Λ(s)Ψ(u(s))ds)

≤ rmbβ(k)
≤ k,

then S(B) ⊂ B. Also S(B) is φ-bounded and
by ∆2-condition ∥.∥φ-bounded. We show S(B) is
ρ-equcantinuous. For t, τ ∈ I, such that t > τ ,

ρ(Su(t)− Su(τ)) ≤ ρ(
∫ t
τ Λ(s)Ψ(u(s))ds)

≤ rmβ(k)|t− τ |.

By using the Arzela-Ascoli theorem, S is a φ-
compact mapping. By condition (2), S is ρ-
continuous. Therefore by Theorem 2.3, S + T
have a fixed point u ∈ B with Tu+ Su = u; i.e.,
u is a solution to (4.8).
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5 Iterative sequence for non-self
mapping

Let X be a Banach space. Mann iteration pro-
cess is

xn+1 = (1− αn)xn + αnTxn,

where T maps X into itself. If B is a proper
subset of the real Banach space X and T maps B
into X, then the sequence Mann may not be well
defined. Therefore if h : X → B be retraction,
Mann iteration process becomes

xn+1 = (1− αn)xn + αnhTxn,

where x1 ∈ B.
In this section, we study an iterative sequence for
non-self mapping in modular space.

Let Xρ be a modular space and B a nonempty
subset of Xρ. A subset B of Xρ is called retract of
Xρ if there exists a continuous map h : Xρ → B
such that hx = x for all x ∈ B. A map h : Xρ →
B is called a retraction if h2 = h.

Definition 5.1 A non-self mapping T is
called ρ-asymptotically nonexpansive mapping
if there exists a sequence {kn} ⊂ [1,∞) with
limn−→∞ kn = 1such that

ρ(T (hT )nx− T (hT )ny) ≤ knρ(x− y),

for all x, y ∈ B, and n ≥ 1.

We need the following Lemma.

Lemma 5.1 [15] Assume {an} is a sequence of
nonnegative numbers such that

an+1 ≤ (1− αn)an + δn, n ≥ 0,

where {αn} is a sequence in (0, 1) and {δn} is a
sequence in real number such that

(I) limn−→∞ αn = 0 and Σ∞
n=1αn = ∞.

(II) lim supn−→∞
δn
αn

≤ 0 or Σ∞
n=1|δn|< ∞.

Then limn−→∞ an = 0.

Theorem 5.1 Let Xρ be a ρ-complete modular
space where ρ is convex and satisfies the ∆2-
condition. Let B be a nonempty ρ-closed and
convex subset of Xρ. Let {αn}n≥0, {βn}n≥0 and

{γn}n≥0 be real sequences in (0, 1). We consider
{xn}n≥0 generated from an arbitrary x0 ∈ B by

zn = h((1− γn)xn + γnT (hT )
nxn)

yn = h((1− βn)xn + βnT (hT )
nzn),

xn+1 = h((1− αn)xn + αnT (hT )
nyn).

(5.10)
Suppose that the following conditions hold:

(I) Let T : B −→ Xρ be a continuous non-self
ρ-asymptotically nonexpansive mapping with
sequence {kn} ⊂ [1,∞) and limn−→∞ kn =
1.

(II)
∑

n≥0 αn = ∞ and limn→∞ αn = 0.

(III) 0 < lim infn−→∞ βn ≤ lim supn−→∞ βn <
1.

(IV) 0 < lim infn−→∞ γn ≤ lim supn−→∞ γn <
1.

(V) h is a retraction from Xρ to B.

(VI) F (T ) ̸= ∅.

Then for any w ∈ F (T ), limn−→∞ ρ(xn − w) = 0
and limn→∞ ρ(xn − Txn) = 0.

Proof. For any w ∈ F (T ), by equation (5.10)

ρ(xn+1 − w)
= ρ(h((1− αn)xn + αnT (hT )

nyn)− w)
= ρ((1− αn)(xn − w)

+αnT (hT )
n(yn − w))

≤ (1− αn)ρ(xn − w) + αnknρ(yn − w)
= (1− αn)ρ(xn − w) + αnknρ(h((1− βn)xn

+βnT (hT )
nzn)− w)

≤ (1− αn)ρ(xn − w)
+αnkn[(1− βn)ρ(xn − w)
+βnknρ(zn − w)]

≤ (1− αn)ρ(xn − w)
+αnkn[(1− βn)ρ(xn − w)
+βnknρ(h((1− γn)xn
+γnT (hT )

nxn)− w)]
≤ (1− αn)ρ(xn − w)

+αnkn[(1− βn)ρ(xn − w)
+βnkn[(1− γn)ρ(xn − w)
+γnknρ(xn − w)]].

Therefore

ρ(xn+1 − w)
≤ [(1− αn) + αnkn(1− βn)

+αnβnk
2
n(1− γn)

+αnβnγnk
3
n]ρ(xn − w).
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By Lemma 5.1, so limn→∞ αn = 0, shows ρ(xn −
w) → 0 as n → ∞. Since T is a ρ-continuous
then limn→∞ ρ(Txn − Tw) = 0, also by

ρ(
xn − Txn

2
) ≤ ρ(xn − w) + ρ(Txn − w),

we have limn→∞ ρ(xn − Txn) = 0.
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