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Abstract

The integral equations arise in many industrial fields, such as: electromagnetic fields and
thermal problems. It is well-known that the problem of heat conduction with a variable
heat transfer coefficient is reduced to the solution of a Volterra integral equation of second
kind. In this paper, we focus on fuzzy linear Volterra integral equations of the second kind
and propose a new method to solve them, namely “homotopy analysis method” (HAM). It
is found that the HAM provides us with a simple way to adjust and control the convergence
region of solution series by introducing an auxiliary parameter A. The results illustrate
the utility and the great potential of the HAM to solve fuzzy integral equations.
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1 Introduction

The topics of fuzzy integral equations which is growing interest for some time, in par-
ticular in relation to fuzzy control, have been rapidly developed in recent years. We know
that solving fuzzy integral equations requires appropriate and applicable definitions of
fuzzy function and fuzzy integral of a fuzzy function. The fuzzy mapping function was
introduced by Chang and Zadeh [4]. Later, Dubois and Prade [6] presented an elementary
fuzzy calculus based on the extension principle [18]. Alternative approaches were later
suggested by Goetschel and Voxman [7], Kaleva [9], Nanda [15] and others.

In 1992, Liao [10] employed the basic idea of the homotopy in topology to propose
a general analytic method for nonlinear problems, namely “homotopy analysis method”
(HAM), [11, 12, 13]. The HAM always provides us with a family of solution expressions
in the auxiliary parameter h, the convergence region and rate of each solution might be
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determined conveniently by the auxiliary parameter . This method has been successfully
applied to solve many types of nonlinear problems [1, 2, 3, 14].

The aim of this paper is to apply, for the first time, the HAM to obtain approximate
solutions of the linear fuzzy Volterra integral equations of the second kind.

2 Preliminaries

In this section, we review the fundamental notations of fuzzy set theory to be used
throughout this paper.

Definition 2.1. A fuzzy number u is a pair (w,w) of functions u(r), u(r); 0 < r < 1
which satisfies the following requirements:

i. u(r) is a bounded left-continuous non-decreasing function over [0, 1],
ii. u(r) is a bounded left-continuous non-increasing function over [0, 1],
iii. w(r) <a(r), 0<r<1.

A crisp number « is simply represented by u(r) =u(r) = a, 0 <r < 1. The set of all
fuzzy numbers (as given by Definition 2.1) is denoted by E*! [9].

For arbitrary fuzzy numbers v = (u, %), v = (v,7) and an arbitrary crisp number k,
we define the fuzzy addition and the scalar multiplication as

L (utv)(r) = (u(r) +u(r)),
2. (uo)(r) = (ulr)+o(r)),
3. (BXi)(T> = kZA(T)7 (4}£)<T) - kiZ(T), k=0,
4. (ku)(r) = ku(r),  (ku)(r) =ku(r), k<O

We will next define the fuzzy function notation and a metric D in E* [7].

Definition 2.2. For arbitrary fuzzy numbers u = (u,u) and v = (v,v) the quantity

D(u,v) = max{ sup |u(r) —v(r)|, sup [u(r) —o(r)]}, (2.1)

0<r<1 0<r<1
1s the distance between u and v.

This metric is equivalent to the one used by Puri and Ralescu [17] and Kaleva [9]. It
is shown [16] that (E!, D) is a complete metric space.

Definition 2.3. A function f : R — E' is said to be continuous if for arbitrary fized
zo € R! and € > 0 there exists € > 0 such that

|z =z |[<§ = D (f(), f(z0)) <e. (2.2)

Throughout this work we also consider fuzzy functions which are defined only over a
finite interval [a, b] (we simply replace R! by [a,b] in Definition 2.3).

We now follow Goetschel and Voxman [7] and define the integral of a fuzzy function
using the Riemann integral concept.
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Definition 2.4. Let f : [a,b] — E'. For each partition p = {xo,21,...,7,} of [a,b] and
for arbitrary & : i1 < & < x, 1 <i< n, let \ =maxi<i<n{|ri — zi—1|} and

Ry =) f(&)(wi — i) (2.3)
i=1
The definite integral of f(x) over |a,b] is

b
/ f(z)dx = )1\136 R, (2.4)
a
provided that this limit exists in the metric D.

If the fuzzy function f(z) is continuous in the metric D, its definite integral exists [7].
Furthermore,

(/abf(ar;r)dx)z /abf(x;r)d% (/abﬂx;r)dx): /abm;r)dx, (2.5)

where (f(z;7), f(x;r)) is the parametric form of f(x). It should be noted that the fuzzy

integral can be also defined using the Lebesgue- type approach [9]. However, if f(x) is
continuous, both approaches yield the same value. Moreover, the representation of the
fuzzy integral using Eq. (2.5) is more convenient for numerical calculations. More details
about the properties of the fuzzy integral are given in [7, 9].

3 Fuzzy integral equation

The Fredholm integral equation of the second kind is [8]

b
Flz) = f(z) + A / K(x,O)F (1) dt, (3.6)

where A\ > 0, K(x,t) is an arbitrary kernel function over the square a < z,¢ < b and f(x)
is a function of z : ¢ < x < b. If the kernel function satisfies

K(z,t) =0, x>t (3.7)

we obtain the Voltera integral equation
Fla) = f(x) + A / K () F (1) dt. (3.9)

If f(x) is a crisp function then the solutions of Egs. (3.6) and (3.8) are crisp as well.
However, if f(z) is a fuzzy function these equations may only possess fuzzy solutions. The
following theorem provides sufficient conditions for the existence of a unique solution to
Eq. (3.6) where f(x) is a fuzzy function.

Theorem 3.1. [5] Let K(x,t) be continuous for a < x,t < b, A >0 and f(x) a fuzzy
continuous function of x, a < x < b. If

M —a)’


IJIM Journal
Text Box


76 M. Ghanbari / IJIM Vol. 2, No. 2 (2010) 73-87

where
M = max |K(z,t)|,

a<z,t<b

then the iterative procedure

FO(:U) = f($)7

WV
-

b
Fi(z) = f(z) + A / K(z,H)Fp_i(t)dt, &

converges to the unique solution of Eq. (6). Specifically,

k
sup D(F(x), Fi(x)) < sup D(F(z), Fi(x)),

~X
a<z<b 1-L a<z<h

where L = AM (b — a). This infers that Fy(z) converges uniformly in x to F(x), i.e. given
arbitrary € > 0 we can find N such that

D(Fy(x),F(z)) < e, a<zxr<b k>N.

The proof of Theorem 3.1 can be easily extended for fuzzy Volterra integral equation
of the second kind, i.e. for Eq. (3.8) where f(z) is a fuzzy function, as well.

The fuzzy integral equation which is discussed in this paper is the fuzzy Volterra
integral equation of the second kind (FVIE-2). Now, we introduce the parametric form of

a FVIE-2. Let (f(z;r), f(z;7)) and (F(x;7), F(z;7)), 0 < r <1, a <z < b be parametric
forms of f(x) and F'(z), respectively. Then, the parametric form of FVIE-2 is as follows:

F(x;r) = flzsr) + A [T K(x, t)F(t;r) dt,

(3.9)
F(x;r) = flzsr) + A [T K(z, t)F(t;7) dt,
where K(a,)F(tr), K(z.t) >0,
K(z,t)F(t;r) = (3.10)
K(x,t)F(t;r), K(x,t) <0,
and

K(x,t)F(t;r), K(x,t) >0,
K(z, t)F(t;r) = (3.11)
K(z,t)E(t;r), K(x,t) <O0.

for each 0 < r < 1.

4 The homotopy analysis method

In this section, we apply HAM for the system (3.9) and obtain a recursive scheme for
it.
Prior to applying HAM for the system (3.9), we suppose that the kernel K(z,t) is
non-negative for a < t < ¢ and non-positive for ¢ < ¢t < x. Therefore, we rewrite system
(3.9) in the following form

F(x;r) = f(or) + A facK(L OF(t;r)dt + A fcx K(z,t)F(t;r)dt,
(4.12)

F(x;r) = f(x;r) + ) facK(L OF (t;r)dt + X fcx K(x,t)F(t;r)dt.
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We see that (4.12) is a system of linear Fredholm-Volterra integral equations in crisp case
for each 0 < r < 1.
For solving system (4.12) by HAM, we construct the zero-order deformation equation

[ (1—p) L[U(z,p;7) — wo(a;r) ]| = ph[Ulz,p;r) — fla;r)

=X [y K(z,)U(t,p;r) dt

— A [T K(z, t)U(t,p;r)dt],
(4.13)
(1=p) L[U(z,p;7) —wo(x;r)] = ph[U(z,p;r) — fla;r)

— A [ K (2, t)U(t,p;r) dt

= AT K (2, t)U(t,p;r) dt ],

where p € [0, 1] is the embedding parameter, ki is non-zero auxiliary parameter, £ is an
auxiliary linear operator, wy(z;7) and wo(z;r) are initial guesses of F(z;r) and F(x;r),
respectively and U(x, p;7) and U(z, p;r) are unknown function independent on variable p.

Using the above zero-order deformation equation, with assumption L[u] = u, we have

(L =p)[U(x,p;7) —wolz;r)] = ph Uz, p;r) — f(x;7)

= X[ K (z,t)U(t,p;r) dt

- A fcx K(z,t)U(t,p;r)dt],

(4.14)
(1 =p)[U(x,p;r) —wo(x;r) | = ph[U(z,p;r) — fla;r)
— XS K (2, t)U(t,p;r) dt
\ — )\f: K(z,t)U(t,p;r)dt].
Obviously, when p = 0 and p = 1, it holds
Q(xv Oa T) = Mo(m; ’I"),
(4.15)
U(x,0;7) = wo(w;7),
and
Uz, L;r) = f(z;r) + A fac K(z,t)U(t,1;7)dt + X fcx K(x,t)U(t,1;7) dt,
(4.16)

Uz, 1;7) = fz;r) + A fac K(z,)U(t,1;7)dt + A fcx K(z, t)U(t, 1;7) dt,

respectively. Thus, as p increases from 0 to 1, the solution (Q(a;,pir),ﬁ(a:,p; r)) varies
from the initial guess (wq(z;r),wo(x;r)) to the solution (F(z;r), F(z;r)). Expanding
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U(z,p;r) and U(z,p;r) in Taylor series with respect to p, we have

Uz, p;r) = wole;r) + 300y, (257) p™,

(4.17)
Uz, p;r) =wo(x;7) + Y gy Um(z37) p,
where J—
Uy () = LGB
(4.18)

_ o™ U (z,p;
Um(x;7) = %781()? r) lp=0-

It should be noted that U(x,0;7) = wy(x;7r) and U(z, 0;r) = wo(z;r). Differentiating the
zero-order deformation equation (4.14) m times with respect to the embedding parameter
p and then setting p = 0 and finally dividing them by m!, we have

( Uy (T;7) = QU1 (757) + B[y y (T37) — B f (257)

X [CK (@, ) up, 1 (tr) dt — N [T K (2, 8)Um—1(t;7) dt ],

(4.19)
ﬂm(x§ 7’) = Qm ﬂm—l(x; T) +h [ﬁm—l(x; T) - ,Bm?(l', T)
A [ K (2, t)um—1 () dt — X [T K (2, t)u,, 1 (t;7) dt],
where m > 1 and
0, m=1, 1, m=1,
QOm = Bm =
1, m#1, 0, m#1,
and ug(z;7) = wy(x;r) and wo(x;r) = wo(z; 7).
If we take wy(z;7) = wo(x;r) = 0, then we have
uy(z;7) = —=h f(z;7),
uy(x;r) = —h fa;r),
U (7)) = (1 1) Uy (27) = BN [ K (2, )y, (857) dlt
[ K (T () dt), (4.20)
U (x;7) = (1 + B) Upp—r (@3 7) — AX[ [ K (2, ¢)Upp—1 (t;7) dt
\ —{—ff K(z,t)u,,_(t;r)dt],
where m > 2.
Hence, the solution of system (4.12) in series form is obtained as
F(ayr) =limp Uz, pi7) = o0 U (257),
(4.21)

F(x;r) =limpy Uz, p;r) = > oo U T).
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We denote the nth-order approximation to solution F'(z;r) with

Fo(zir) =)y (a;r),
m=1

and F(z;r) with

5 Text examples

Example 5.1. Consider the fuzzy Volterra integral equation with

2 4 1 1 1
flrir) =rx — a:2[§rx3 - gx?’ = 57’3:2 + 22+ 57~ ﬁ]’

- 2 1 1 1
flzsr)y=(2—=r)x+ x2[§rx3 - §TLU2 + 57~ E],

and kernel
K(z,t) = 22(1 — 2t), 0<t<z, 0<x<l,
anda=0,b=1, A =1.

The exact solution in this case is given by

F(t;r) =raz,
(5.22)

F(t;r)=(2—r)z.

In this example, K(z,t) > 0 for each 0 < ¢t < % and K(z,t) < 0 for each % <t <z
Consequently, in this case we will have ¢ = % By Egs. (4.20), we can see that, some first
terms of HAM series are as follows:

) = —hrr— R =2+ 2t — 2R a®
uy(z;r) = —hra 1271(1 r)x —|—2h(2 r) T 3h(2 r)z’,
1 2 1 4
uy(x;r) = —h[l—i—h]rw—%h[70+139h](1—7“)x +§ﬁ[1+2h](2—r)m
1 1 1
— —hl24(2 — —4 5 52 1— 6~ 32 7
36h[ (2—7)+R(97 —497)] x +24h 1-r)z 10h rx
5 4
+ —hra® - —nirad,

18 21
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us(x;r) = —h[l+ h]2 rx

1

— ——h[1520640 + 1 44 (1 —r)a?
TSai7agg " (1520640 + 1565696h + 449707707 (1 — 1) &
1

+ §hu+4h+3ﬁu2—mx4

1
+  ——h[1680(r — 2) + 140h(49 — 97r) + 52491%(r — 2)] 2°

2520
1 1
—h2[140 4+ 209h) (1 — r) 2% — —K?[2 4 3K] rz”
+ 1680 [140 + 209A] ( r)x 10 2+ 3h]rx
+—iﬁﬂBMW+HW—Mﬁ——LWD%M+HMuJMﬁ
216 504
1 43 47
h3 7 10 h?) 9 _ 11 h3 9 _ 12
ool (et gl B ne gl 2
8 3 13
_ 2 39—
and
Wer) = —h@—r)a+—h(l—r)a®+ hrat — 2hrad
u(z;r) = re+ o r)x hra’ — ghra?,
— 1 9 1 4
ug(x;r) = —h[1+h](2—7“)$+%ﬁ[70+139h](1—r)x +§h[1+2h]r$
1 1 1
— A4 2y — 5_721_ 6_722_ 7
36h[ Ohr + 24r — h| x 24h (1—r)x 10h 2—r)x
5 .9 g 4 9
2 p2(9_ _ FR2(9
+ 18h ( r) T 21h ( r)z?,
ug(x;r) = —R[1+HR*Q2-7r)z
1
——Rh[1520640 + 1 h+44 (1 —r)2?
T+ Tsarmaag ! (1520640 + 1565696k + 4497077H%] (1 —7) 2

1
- §hﬂs+4h+3hﬂrx4

1
+  ——h[h*(209 — 5249r) + 140h(1 — 497) — 1680] z°

2520
1 1
—  ——R%[140 + 209A] (1 — ) 2% — —K2[2 + 3R] (2 — r) 27
1630 (140 + J(1-r)z 10 [2+3R](2—7)x
1 2 8 1 2 9
——_R%2[120 + 181A] (2 — — — R%2[192 42 2
+ 216h [120 + 181A] (2 — 1)z 504h [192 +295R) (2 — 1)z

1 43 A7 8
L3 5y pl0 - *0 p3 ot A0 ps a2 S 4 a3
oot TR e g g g
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Then, we approximate F'(x;r) with

3
Fy(zir) = ) ug(w;r)
m=1

= —h[h*+3h+3]rx

1
- 1 21 (1 _ 2
gy 31933440 + 634106887 + 3147953057 (1 — 1) 2

1
+—§hu+2h+#uz—mx4

1
—  ——h[5040(2 — ) 4+ 10290A(2 — ) + A2(10289 — 5249r)] z°

2520
4‘E§ﬁpm+%m“—”ﬁ—%#u+mm7
+§%ﬁmm+wm4mﬁﬁaﬁmm%%&_mﬁ
+ 57@3(7—7”)3:10—;T?;)h:”(Q—r)x“—i—%hB’(Q—r)xl?
gD

and F(z;r) with

3
Fs(z;r) = Zﬂm(x;r)
m=1
= —h[R2+3h+3](2-1)x
T ““}“‘*h[319334404k63410688h4%31479539h2]C[A,T)xz

127733760
1
+ ih[l + hP?r ot

1
+  ——h[210A(1 — 497) + h*(209 — 52449r) — 5040r] z°

2520
1 3
— —R2[210+209R) (1 — ) 2% — =R2[1+ K (2—7) 2"
1630 210 + [(1-r)z 10 [L+h](2-7)z
1
- ﬁéh?[180+181h](2-—r)x8
1 1
_ _~ _j21988(9 — _9 9, 33 10
01 [288(2 — ) + h(583 9&ﬂa:+vwoh(r+5)x
4 4
— —3 h3ra:11+—7 h?’rxm——8 R3rat3.
810 630 231

It has been proved that, as long as a series solution given by the HAM converges, it
must be one of exact solutions. So it is important to ensure that the solution series (4.21) is
convergent. Note that the solution series (4.21) contains the auxiliary parameter A, which
provides us with a simple way to adjust and control the convergence of the solution series.
In general, by means of the so-call Ai-curve (a curve of a versus h), it is straightforward
to choose an appropriate range for i which ensures the convergence of the solution series.
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As pointed by Liao [11], the valid region of A is a horizontal line segment. In Fig. 1, we
plot the h-curves of F(0.5;0.5) and F(0.5;0.5) given by 3th-order approximate solution,
i.e., F5(0.5;0.5) and F3(0.5;0.5), respectively. From the Fig. 1, we could find that if & is
about in area [—1.25, —0.75] the result is convergent.

Clearly, F4(z;r) and F3(z;r) are continuous, increasing and decreasing with respect
to r, for any x € [0,1] and h € [—1.25,—0.75], respectively. Also, we can show that

Fy(x;1) < F3(x;1),

for any = € [0,1] and h € [-1.25, —0.75]. Therefore

(Es(;7), Fa(w;7)),

is the parametric form of a fuzzy number, for any = € [0,1] and h € [—1.25, —0.75].

We compare results with exact solutions (5.22) using metric of Definition 2.2 for differ-
ent values of A by 3th-order approximate solution in Table 1. The results reveal that the
homotopy analysis method can provide us with a convenient way to adjust and control the
convergence region and rate of approximation series by introducing an auxiliary parameter

h.

15

0.5

F (178;0.5) N

-0.5F N

-2.5 -2 -1.5 -1 -0.5 0 0.5

Fig. 1. h-curves of F(0.5;0.5) and F(0.5;0.5) given by the 3th-order approximate solution.

Table 1

The error in the solution obtained by HAM for various A by 3th-order approximate solution.
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h=-12

h=-11

h=-1

h=-0.9

h=-0.8

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

0
1.4898e — 003
2.7558e — 003
3.7912e — 003
4.5981e — 003
5.1832e — 003
5.5486e — 003
5.8455e — 003
9.4827e — 003
2.3527e — 002
5.1472e — 002

0
1.7651e — 004
3.0467e — 004
3.8172e — 004
4.0857e — 005
3.8793e — 004
3.2035e — 004
5.3860e — 004
1.8020e — 003
4.6663e — 003
1.2114e — 002

0
1.7602e — 007
6.3435e — 006
1.1757e — 006
1.7298e — 006
2.5140e — 006
4.1488e — 006
1.2790e — 005
6.8554e — 005
4.0759e — 004
2.6043e — 003

0
2.2547e — 004
5.0085e — 004
8.2397e — 004
1.1953e — 003
1.6171e — 003
2.0906e — 003
2.6658¢ — 003
3.6851e — 003
7.2919e — 003
1.6813e — 002

0
1.6846e — 003
3.5367e — 003
5.5532e — 003
7.7347e — 003
1.0085¢ — 002
1.2605e — 002
1.5370e — 002
1.8896e — 002
2.5203e — 002
4.7124e — 002

Example 5.2. Consider the fuzzy Volterra integral equation with

and kernel

K(x,t) =z cos(t — x), 0 <

f(z;7) = 22(r° 4 2r)[3 — 3cos(x) — mg],

Fla;r) = 62(2 — r3)[3 — 3cos(x) — 7],

anda=0,b=7, A=1.

The exact solution in this case is given by

<z, 0<«x

F(t;r) = 23(r° + 2r),

F(t;r) = 23(6 — 3r3).

™
47

83

(5.23)

In this example, K(z,t) > 0 for each 0 < ¢t < x, consequently in this case we will have

¢ = x. By Egs. (4.20), Some first terms of HAM series are:

wy(z;7) = 6h(r’ 4 2r)[cosz — 1]z + 2k (r° + 2r) 23,
uy(z;7) = 6h(r’ 4 7)[cosz — 2hcosx + 2k — 1]z
1
— ;hQ (r° + 2r) [sinz] 2® — §h (r® 4 2r) [3ficos x + 8h — 4] a3,
us(z;7) = 6h(rS + 2r)[4h% cosz — 4hcosx + cosx — 4h% 4 4h — 1] x

1
+ Eh(r5 + 2r) [21h2 sin  — 48K sin ] 22
1
+ Eh (r° 4+ 2r) [27h?% cos x — 48k cos x + 1287% — 1287 + 32]

5 3
+ ghg (5 + 2r) [sinz] 2% + Eh‘g (15 + 2r) [cos z] 2°,
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181 (2 — r®) [cosz — 1] + 6k (2 — %) 2®,

184 (2 — 3) [cosz — 2hcosz + 2h — 1] =
ghQ (2 —r®) [sinz] 2® — %h(Z —73) [3hcosx + 8h — 4] 2®

18h (2 — r®) [4h? cos & — 4hcosx + cosx — 4h? + 4h — 1]
3
16
%h (2 — 3) [27h? cos & — 48K cos = + 128h2 — 128K + 32] 23

h(2—r®) [21h*sinz — 48hsin ] x

15 9
§h3 (2 —73) [sinz] 2 + Eh?’ (2 — 73) [cos x] 2.

Then we approximate F(xz;r) with

3
Fy(mir) = ) ug(w;r)
m=1

= 6h(7’5 + 2r) [4h* cos & — 6hcosx + 3cosx — 4h* + 6h — 3] x

+ EMT + 2r) [21h% sin z — 72k sin z] 22

+ 1—6h (5 + 2r) [27h% cos - — T2k cos z + 128%% — 1921 4 96] 2°

5
+ §h3 (7“5 + 2r) [sin z] z?

3
+ Ehg (5 + 2r) [cos z] 2,

and F(z;r) with

3

Fy(wir) = . tmlair)

m=1

= 18K (2 — r3) [4h? cos & — 6hcosx + 3cosx — 4k + 6h — 3] x

+ 136 (2 —73) [21R% sinx — T2hsin x| x
3
+ Eh (2 — 3) [27h? cos & — T2h cos x + 128h2 — 192k + 96] 23

+ ghg (2 —13) [sinz] *

9 .3 3 5
+ 16h (2 —1717)[cos x| x”.
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As it was pointed out earlier the convergence region and rate of approximation strongly de-

pend on the choice of the values of the auxiliary parameter i for the HAM. We should there-

fore focus on the choice of & by ploting of A-curves. Fig. 2, shows the A-curves of I'(g;0.5)

and F(g;0.5) given by 3th-order approximate solutions, i.e., F3(g;0.5) and F'3(%;0.5),

respectively. It is seen that convergent results can be obtained when h € [-1.35, —0.8].
The same as Example 1, we can show that

(E's(x;7), F3(257)),

is the parametric form of a fuzzy number, for any = € [0, %] and / € [-1.35, —-0.8].
We compare results with exact solutions (5.23) using metric of Definition 2.2 for dif-
ferent values of i by 3th-order approximate solution in Table 2. The results reveal that

the HAM is very effective and simple.

Fig. 2. h-curves of F(§;0.5) and F(%; 0.5) given by the 3th-order approximate solution.

Table 2

The error in the solution obtained by HAM for various A by 3th-order approximate solution.

15
\
L\ 4
1 \
N
N
N
N —
05l < F(118;0.5) |
= ~N
AN
of — _ i
F (178;0.5) N
\
\
\
_0.5 L -
\|
1 ‘ ‘ ‘ ‘

25 -2 -15 -1 -05 0 0.5

xT

h=-13

h=-12

h=-1.1

hi=—1

h=-0.9

0
/40
27 /40
3w /40
4 /40
57 /40
67 /40
7r /40
8w /40
97 /40
/4

0
7.6919¢ — 005
5.7816e — 004
1.7526e — 003
3.5294e — 003
5.4477e — 003
6.6737e — 003
6.1283e — 003
2.7240e — 003
4.3012e — 003
1.4184e — 002

0
2.2613e — 005
1.6590e — 004
4.7988e — 004
8.9283e — 004
1.1971e — 003
1.0834e — 003
2.2856e — 004
1.5685e — 003
4.2193e — 003
7.1760e — 003

0
2.7606e — 006
1.8736e — 005
4.6161e — 005
6.1115e — 005
2.4108e — 005
9.7254e — 005
2.9257e — 004
4.6977e — 004
4.3120e — 004
1.0807e — 004

0
3.5599¢e — 012
1.8174e — 009
6.9768e — 008
9.2737e — 007
6.8920e — 006
3.5452e — 005
1.4144e — 004
4.6846e — 004
1.3458¢e — 003
3.4552e — 003

0
2.3687e — 006
2.0002e — 005
7.3615e — 004
1.9569e — 004
4.3856e — 004
8.8535e — 003
1.6648e — 003
2.9712e — 003
5.0918e — 002
8.4417e — 002
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Conclusion

In this paper, the HAM has successfully applied for solving linear fuzzy Volterra integral
equations of the second kind. It been illustrated that the HAM provides a convenient way
to adjust and control the convergence of approximation series, which is a main advantage
of this method. The results have shown the validity and the great potential of HAM to
solve linear fuzzy Volterra integral equations.
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