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Abstract
Super e�ciency data envelopment analysis(DEA) model can be used in ranking the per-
formance of e�cient decision making units(DMUs). In DEA, non-extreme e�cient units
have a super e�ciency score one and the existing super e�ciency DEA models do not
provide a complete ranking about these units. In this paper, we will propose a method
for ranking the performance of the extreme and non-extreme e�cient units.
Keywords : Data envelopment analysis, e�ciency, super-e�ciency.
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1 Introduction

In models of data envelopment analysis(DEA), the best performer has full e�ciency sta-
tus denoted by unity, and we know that usually, there are plural decision making units
(DMUs) which have this "e�cient status". In order to rank e�cient units, another ap-
proach or modi�cation is required. Often decision makers are interested in a complete
ranking, beyond the dichotomized classi�cation, in order to re�ne the evaluation of the
units. Super e�ciency DEA models can be used in ranking the performance of e�cient
units.
In order to discriminate the performance among e�cient DMUs, a super e�ciency DEA
model in which a DMU under consideration is excluded from the reference set was �rst
developed by Andersen and Petersen (1993). During the recent years, the issue of super
e�ciency in DEA has been extensively studied. By now, many papers on super e�ciency
(over 50) have been published over the last decade within the DEA context. See, for in-
stances, Torgersen et al.(1996), Mehrabian et al.(1999), Tone(2002), Bogetoft et al.(2004),
Chen et al.(2004), Chen (2005), Jahanshahloo et al.(2007), Bernroider (2007) and Shan-
ling (2007).
�Corresponding author. Email address: ateimoori@iaurasht.ac.ir
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As it is, When a DMU under evaluation is excluded from the reference set of the original
DEA models, the resulting DEA models are called super e�ciency DEA models. In super
e�ciency DEA models, the e�cient units have a super e�ciency score greater than or
equal to one. Speci�cally, the extreme e�cient units have a super e�ciency score greater
than unity, and non-extreme e�cient units have a score one. Although, the super e�-
ciency DEA models provide a complete ranking on the extreme e�cient units, they can
not provide more information about the performance of non-extreme e�cient units. Our
object here is tow-fold. We discuss �rst the super e�ciency issue based on the dominance
factors. Secondly, we propose a complete ranking of the extreme and non-extreme e�cient
units.
The rest of this paper is organized as follows: the next section of the paper presents the
various DEA models. Then, we introduce our measure of super e�ciency. In section four
we will present the general approach. Conclusions appear in section �ve.

2 Preliminaries

Suppose we have n DMUs fDMUj j = 1; 2; : : : ; ng, which produce s outputs, yrj ; r =
1; : : : ; s by utilizing m inputs, xij ; i = 1; : : : ;m. Relative e�ciency is de�ned as the ratio
of total weighted outputs to the total weighted inputs. The e�ciency measure for DMUo
is de�ned as

eo =
Ps

r=1 uryroPm
i=1 vixio

where the weights ur and vi are non-negative. To estimate the DEA e�ciency of DMUo,
we use the following original DEA model of Charnes, Cooper and Rhodes (1978):

Max eo =
Ps
r=1 uryroPm
i=1 vixio

subject to :Ps
r=1 uryrjPm
i=1 vixij

� 1; j = 1; : : : ; n;

ur � �; r = 1; : : : ; s;

vi � �; i = 1; : : : ; m:

(2.1)

where � > 0 is a non-archimedean construct. The e�ciency ratio ranges between zero and
one, with DMUo being considered relatively e�cient if it receives a score of one. The
fractional program (1) can be translated into a linear programming problem using the
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Charnes and Cooper (1962) transformation as

Max eo =
Ps

r=1 uryro
subject to :Pm

i=1 vixio = 1;Ps
r=1 uryrj �Pm

i=1 vixij � 0; j = 1; : : : ; n;

ur � ��; r = 1; : : : ; s;

vi � ��; i = 1; : : : ; m:

(2.2)

Let an optimal solution of (2) be (u�; v�). Then, we have an optimal solution of (1) as
expressed by (�u�; �v�) = (u

�
� ;

v�
� ).

The set of DMUs can be partitioned into three sets: E (the set of extreme e�cient units),
NE (the set of non-extreme e�cient units) and F (the set of ine�cient units). However,
this model does not provide more information about the units in E

S
NE.

Andersen and Petersen[1] developed a procedure for ranking e�cient units. Their method-
ology enables an extreme e�cient unit o to achieve an e�ciency score greater than one by
removing the o-th constraint in (2) as shown in model (3):

Max �o =
Ps

r=1 uryro
subject to :Pm

i=1 vixio = 1;Ps
r=1 uryrj �Pm

i=1 vixij � 0; j = 1; : : : ; n; j 6= o;
ur � �; r = 1; : : : ; s;
vi � �; i = 1; : : : ; m:

(2.3)

Let the optimal objective value of super-CCR be ��. For an e�cient DMUo, �o is not less
than unity and this value indicates super-e�ciency of DMUo. Tone (2002) has de�ned the
super SBM e�ciency of DMUo as the optimal objective function value �o of the following
program:

Min �o =
1
m
Pm
i=1

�xi
xio

1
s
Ps
r=1

�yr
yro

subject to :Pn
j=1;j 6=o �jxij � �xi; i = 1; : : : ;m;Pn
j=1;j 6=o �jyrj � �yr; r = 1; : : : ; s;

�xi � xio; i = 1; : : : ;m;
0 � �yr � yro; r = 1; : : : ; s;
�j � 0; j = 1; : : : ; n:

(2.4)

For an e�cient DMUo, �o is not less than unity. However, in both models (3) and (4),
the non-extreme e�cient units have a super e�ciency score one and these models do not
provide a complete ranking about the e�cient units.

3 A Measure of Super e�ciency

In this section, we discuss the super-e�ciency issue under the assumption that theDMU(xo; yo)
is a non-extreme e�cient unit. As we know, the super e�ciency score of an extreme e�-
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cient unit is greater than one, whereas, this score is equal to one for a non-extreme e�cient
unit. This means that DMUs in E are the top-ranked units as compared with the units
in NE. Hence, the ranking procedure is focused on the units in NE. Without lose of
generality, we assume that all units in NE are extreme e�cient in PNE , in which

PNE = f(x; y) : x �Pj2NE �jxj ; y �Pj2NE �jyj ; �j � 0; j 2 NEg (3.5)

(This assumption will be relaxed in section 4.)
Consider the subset P (xo;yo)

NE
of the set PNE spanned by (xj ; yj) : j 2 NE; j 6= o as

P (xo;yo)
NE

= f(�x; �y) : �x �Pj2NE;j 6=o �jxj ; �y �Pj2NE;j 6=o �jyj ; �j � 0; j 2 NE; j 6= og (3.6)

Obviously, P (xo;yo)
NE

is not empty. Let �1 = fi : xio > 0g and �2 = fr : yro > 0g. When
xio = 0, DMUo has no function as to the input i and we can exclude these inputs from
the analysis. This is true when yro = 0. Consider an expression for DMUo asP

j2NE;j 6=o �jxij � �ixio; �ixio � xio; i 2 �1;P
j2NE;j 6=o �jyrj � �ryo; �ryro � yro; r 2 �2;

�j � 0; j 2 NE; j 6= o:

We expand the i-th input of xo by �i and simultaneously contract the r-th output of yo by
�r, to meet the frontier of P (xo;yo)

NE
. Using this expression, we de�ne the super e�ciency

index  o as

 o =
[ 1
m
P
i2�1 �

�
i + 1

s
P
r2�2 �

�
r ]

2
(3.7)

in which ��i and ��r are the optimal solution of the following program

 o = Min zo
�o

subject to :Pn
j2NE;j 6=o �jxij � �ixio; i 2 �1;Pn
j2NE;j 6=o �jyrj � �ryro; r 2 �2;

�ixio � xio; i 2 �1;

�ryro � yro; r 2 �2;

zo � �ixio; i 2 �1;

�o � �ryro; r 2 �2;

�j � 0; j 2 NE; j 6= o:

(3.8)

Minimizing  o in (8) means that zo is minimized and simultaneously, �o is maximized. In
other word, we minimize the maximum relative values of the input variables and maximize
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the minimum relative values of the output variables. Hence (8) measures how far DMUo
is from the frontier.
In this program, we look for a virtual DMU on the frontier of P (xo;yo)

NE
so that the weighted

distance from xo to frontier is minimized and simultaneously, the weighted distance from
yo to frontier is maximized.
The fractional program (8) can be translated into a linear programming problem as

 o = Min �zo

subject to :P
j2NE;j 6=o ��jxij � ��ixio; i 2 �1;P
j2NE;j 6=o ��jyrj � ��ryro; r 2 �2;

��ixio � txio; i 2 �1;

��ryro � tyro; r 2 �2;

�zo � ��ixio; i 2 �1;

��ryro � 1; r 2 �2;

��j � 0; j 2 NE; j 6= o:

(3.9)

Let an optimal solution of (9) be (���; ���; ���; t�). Then, we have an optimal solution of
(8) as � = ���

t� ; � = ���
t� ; � = ���

t� .
We illustrate the proposed super e�ciency measure with a small-scale example consisting
of seven DMUs. The DMUs use two inputs to produce a single output whose value is
normalized to one for each DMU . The CCR model indicates that all DMUs are e�cient
and E = f1; 2; 3; 4g and NE = f5; 6; 7g. It can be seen that model (3) yields to a score one
to DMU5, DMU6 and DMU7. We have calculated the proposed super e�ciency measure
for each DMU . The data set, the super e�ciency score �o and the super e�ciency measure
 o are listed in table 1. Our approach shows that DMU2 is the top-ranked DMU followed
by DMU1, DMU3, DMU4; DMU5; DMU7 and DMU6.

4 General approach

So far we have discussed the super e�ciency issue under the assumption that all units in
NE are extreme e�cient in PNE . In this section, we will relax this assumption and extend
our approach to general case. As we know, in PNE , all extreme e�cient units are the
top-ranked units as compared with the non-extreme units. Hence, �rst, extreme e�cient
units in PNE will be ranked, and then we focus on the non-extreme e�cient units and the
procedure is repeated. In fact, a set of DMUs in PNE can be divided into di�erent levels
of e�cient frontiers. If we remove the extreme e�cient units of PNE , then, the remaining
non-extreme e�cient units will form a new second level e�cient frontier. This frontier
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(Table 1. The data and results used in the simple example)
DMUj x1 x2 y eo �o  o
#1 1 10 1 1.00 1.9875(2) -
#2 10 1 1 1.00 2.5800(1) -
#3 3 5 1 1.00 1.0732(3) -
#4 5 3 1 1.00 1.0462(4) -
#5 2 7.5 1 1.00 1 1.6875(5)
#6 4 4 1 1.00 1 1.0590(7)
#7 6 2.6 1 1.00 1 1.3270(6)

The number in parentheses represents rank.

consists of all non-extreme e�cient units. If we remove the new extreme e�cient units
of PNE , a third level e�cient frontier is formed, and so on, until no non-extreme e�cient
unit is left. Each e�cient frontier needs a ranking procedure, separately, for ranking units
located on the frontier.
Let NE(1) = fDMUj : j = 1; : : : ; ng � (E

S
F ) be the set of all non-extreme e�cient

units. We de�ne

P
NE(1) = f(x; y) : x �Pj2NE(1) �jxj ; y �Pj2NE(1) �jyj ; �j � 0; j 2 NE(1)g

and

NE(2) = NE(1) � E(1)

where E(1) is the set of all extreme e�cient units in P
NE(1) . We interactively de�ne

P
NE(k) = f(x; y) : x �Pj2NE(k) �jxj ; y �Pj2NE(k) �jyj ; �j � 0; j 2 NE(k)g

and

NE(k+1) = NE(k) � E(k)

where E(k) is the set of all extreme e�cient units in P
NE(k) .

In this manner, we identify several levels of e�cient frontiers, and the proposed ranking
procedure can be applied on each levels.

5 Conclusion

In the existing super e�ciency DEA models, the non-extreme e�cient units have a super
e�ciency score one and these models do not provide more information about these units.
In order to obtain a complete ranking of e�cient DMUs when non-extreme e�cient units
exist, a modi�ed super e�ciency DEA model is proposed.

52

52 A. Amirteimoori, S. Kordrostami / IJIM Vol. 1, No. 1  (2009) 47-53

MathDepartment
Text Box



References

[1] P. Andersen and N. C. Petersen, A Procedure for Ranking E�cient Units in Data
Envelopment Analysis, Management Science, 1993, 39, 1261-1264.

[2] P. Bogetoft, J. L. Hougaard, Super e�ciency evaluations based on potential slack,
European Journal of Operational Research, 2004, 152, 14-21.

[3] E. Bernroider, and V. Stix, A method using weight restrictions in data envelopment
analysis for ranking and validity issues in decision making, Computers & Operations
Research, 2007, 34, 2637-2647.

[4] A. Charnes, and W. W. Cooper, Programming with Linear Fractional Functions,
Naval Research Logistics Quarterly, 1962, 9, 181-186.

[5] A. Charnes, W. W. Cooper and E. Rhodes, Measuring the E�ciency of Decision
Making Units, European Journal of Operational Research, 1978, 2, 429-444.

[6] Y. Chen, and H. D. Sherman, The bene�ts of non-radial vs. radial super-e�ciency
DEA: an application to burden-sharing amongst NATO member nations, Socio-
Economic Planning Sciences, 2004, 38, 307-320.

[7] Y. Chen, Measuring super-e�ciency in DEA in the presence of infeasibility, European
Journal of Operational Research, 2005, 161, 545-551.

[8] G. Jahanshahloo, H. V. Junior, F. Hosseinzadeh and D. Akbarian, A new DEA ranking
system based on changing the reference set, European Journal of Operational Research,
2007, 181, 331-337.

[9] S. Mehrabian, M. R. Alirezaee, and G. R. Jahanshahloo, A complete e�ciency rank-
ing of decision making units in data envelopment analysis, Journal of Computational
Optimization and Applications, 1999, 14, 261-266.

[10] L. Shanling, Jahanshahloo, G. R., and Khodabakhshi M., A super-e�ciency model for
ranking e�cient units in data envelopment analysis, European Journal of Operational
Research, 2007, 184, 638-648.

[11] K. Tone, A Slack-based Measure of Super-E�ciency in DEA, European Journal of
Operational Research, 2002, 143, 32-41.

[12] A. M. Torgersen, Forsund, F. R., and Kittelsen, S.A. C., 1996. Slack-adjusted e�-
ciency measures and ranking of e�cient units. Journal of Productivity Analysis, 7,
379-398.

53

A. Amirteimoori, S. Kordrostami / IJIM Vol. 1, No. 1  (2009) 47-53 53

MathDepartment
Text Box




