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Abstract 

Randomly weighted averages of vectors with Dirichlet distributions will have the Dirichlet 

distribution when some certain conditions are satisfied. This has been recently proved by some 

statistical methods. In this paper, we present two simpler and shorter proofs for this fact, one 

by using Basu’s theorem and one by mathematical induction.  
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1. Introduction 

Randomly weighted averages are useful tools in statistics and probability theory (see e.g. [1]). 

Here is the formal definition: For arbitrary random variables  𝑋1,…,𝑋𝑛 and an arbitrary 

random vector  1( ,..., )nW W W=  that satisfies 1i

i

w =   with probability one, the randomly  

weighted average of  𝑋𝑖’s with the weights 𝑊𝑖’s is  

1

n

i i

i

z W X
=

= . 

([2]) generalized the randomly weighted average for vectors, where its distribution is obtained 

by applying complex and lengthy calculations. The method of obtaining the distribution in 

their work is based on the use of the moment’s method. For more detail see ([3, 4, 5, 6, 2]). 

In this short paper, we intend to present two different methods for calculating this distribution. 

The presented novel evidence can provide a better understanding of the Dirichlet distribution. 

 

2. Some Alternatives Proofs 

A proof of the following theorem is provided by Homei in 2019 ([1]) and a relatively hard 

and long proof was also suggested by the authors in [2]. Here, we want to present other proofs 

that may make the reader’s view of the issue clearer. 

Theorem 2.1. Let  𝑋1,…,𝑋𝑛 be independent vectors with 
(1) (1)

1( ,..., )kDirichlet   ,…, 

( ) ( )

1( ,..., )n n

kDirichlet   distributions, and the random vector 1,..., nW W W=   be 

independent from 𝑋1,…,𝑋𝑛 and have the following distribution: 

(1) ( )

1 1

( ,..., )
k k

n

i i

i i

Dirichlet  
= =

  . 

Then the random mixture 
1

n

i i

i

Z W X
=

=  has the following distribution:  

( ) ( )

1

1 1

( ,..., )
n n

j j

k

j j

Dirichlet  
= =

  . 

 

2.1. Applying Basu’s Theorem 

Here, an alternative method is presented for obtaining a randomly weighted average 

distribution that uses Basu’s theorem. It is worth nothing that this method is a technical one 

that cannot be considered a common way to solve such problems. 

The Fist Method. Since 
j

X ’s has Dirichlet distributions, then we let  
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( ) ( )

1 1

( ) ( )

1 1

( ) ( )
,...,

( ) ( )
j

j j

j kj k

k k
j j

ij i ij i

i i

X
 

 
= =

 
  
 
   
 
 

 

( 1 )for j n  , and thus, we define W by  

(1) ( )

1 1

( ) ( )

1 1

( ) ( )

,...,

( ) ( )

k k
n

ij i ij i

i i

n k n k
j j

ij i ij i

j i j i

W

 

 

= =

= =

 
  

 
 

  
 

 

 
. 

So,  

( ) ( )

1

1 1

( ) ( )

1 1

( ) ( )

,...,

( ) ( )

k k
j j

j i kj i

i i

n k n k
j j

ij i ij i

j i j i

W

 

 

= =

= =

 
  

 
 

  
 

 

 
. 

We know that 
( )( )j

ij i ’s ( 1for i k  and 1 j n  ) are independent random variables 

with gamma distributions, leading to the independence of the components of  W  from jX

’s (Basu’s Theorem). 

 

2.2 Mathematical Induction 

The Second Method. The theorem follows for 2n =  from [7, Lemma 1]. Our proof is by 

induction; so, let the theorem hold for an arbitrary n  (the induction hypothesis) and we prove 

that it holds for 1n +  (the induction step). By dividing both sides of  

1

1 1

1 1 1

1

( )( )
n n n

j

i i n n i jn
i i j

i

i

Y
Y X Y X Y X

Y

+

+ +

= = =

=

= +  


  

 by  
1

1

n

i

i

Y
+

=

  and using the induction hypothesis, we will have 

1
1

11
1 1 1

1 1 1 1

( )
n n n

j j jn
i n jn n n n

i i i
i i i i

i i i i

Y Y YY
X X X

Y Y Y Y

+
+

++
= = =

= = = =

 
 
 = +
 
 
 

  
   

 . 

 

The right-hand side of which holds true for 2n = , by [7]. 
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3. Simulations 

In order to observe the values of the simulation, we consider the mixed model Z in the 

following particularities: 

1 (1,1,1),X Dirichlet  

2 (1,1,1),X Dirichlet  

and thus, we define W  by 

(3,3).W Beta  

Firstly, we generate 1X and 2X  data by means of the R software package. Then we compose 

them in accordance with the definition of Z. As a result, the values of Z will be observable. 

The figures show the simulated data.  

 

Figure 1. The Histogram of Z1 

 

Figure 2. The Histogram of Z2 
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Figure 3. The Histogram of Z3 

 

 

Figure 4. The Scatter Plot of Z1 

 

 

Figure 5. The Scatter Plot of Z2 
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Figure 6. The Scatter Plot of Z3 

 

Figure 7. The 3D Plot of Z1, Z2, Z3 

 

4. An Observation  

The following was observed by the second named author (who is also the corresponding 

author). 

 In the beginning of [8, Section 3], the author (of [8]) promises to “present a new result which 

extends the result of Van Assche (1987) for the randomly weighted averages of size 2 to the 

univariate and the multivariate random weighted averages of size m >2”. Then it is 

emphasized that “[t]his indeed has been an open problem” ([8, p. 3]). Here, we provide a very 

short solution for this problem. Our definitions and notation follow those of [8]. 

Theorem ([8, Theorem 3.1] corrected). Let   1 2, ,...X X  be a sequence of [independent] 

multivariate random vectors with a continuous common distribution.  

Let 1 :1 1 : 1 1... , 0,m m m m mS dR X R X m+ + ++ +   where 
:1 :

,...,
m m m

U U  are the cuts of ( )0,1

by the uniform ( )0,1  sample 
:1 :

,...,
m m m

U U . If for some  1m  , 1 1mS d X+ , then 1X      
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possesses the multivariate Cauchy distribution, which in turn implies [that] for every 1m  , 

1 1.mS dX+
 

Proof. We prove the univariate case by induction on m (see [9, p.3]); the multivariate case 

follows straightforwardly. The case of 1m =  follows from (Van Assche 1987, Theorem 2), 

cited also in [8]. So let us suppose that the theorem holds for an arbitrary m  (the induction 

hypothesis), and we prove that it holds for 1m +  too (the induction step). We start from (see 

[9, p. 6], The Second Method) nothing that 

1 1: :
(1 ) ,m m mm m m m

S dU S U X+ ++ −  

and so 
( ) 1: :

1
1

:
( )

m mm m m m
m

ix U S U X
ixS

m m
Ee E Ee U

+
+

 + −
  = .   

Thus, 

( )1

1 1: : :
( ) ((1 ) )m

m m

ixS

U S Xm m m m m m
Ee E U x U x +

+ +
= −   

follows from the independence assumption (cf. [8, p. 3, line – 10]). Since 1mS +  and mS  and 

1mX +  have identical distributions, ( )
: : :

( ) ( ) ((1 ) )
m mU m m m m

x E U x U x  = −  holds. So, 

by using the completeness property, we have ( )( ) ( ) (1 )x ux u x  = − . .1w p , for every 

( )0,1u   and x R . We can take 1m = , since the equation is free of m . So, the case of 

1m +  follows from (Van Assche 1987, Theorem 2). Finally, the distributions are seen to be 

either Cauchy or Degenerate. Therfore, more generally, all the equations that are formed as 

( ) ( )
1

1

m

ii
x u x 

+

=
= , for some 1m   and some vector ( )1 1,..., mu u + in which  0iu    and 

1

1

1
m

i

i

u
+

=

= , have two common solutions; namely, the characteristic Cauchy and Degenerate 

functions.    

Let us note that the above equation has two solutions, one of which (the Degenerate case) 

has been ignored in [8]. Also, the independence assumption (which is dropped but implicitly 

assumed in Theorem 3.1 of [8]) is necessary, since if we take iX ’s to be equal, then the 

deduced result holds for all distributions, not only for multivariate Cauchy (or Degenerate) 

distributions. 

 Although our method casts a shadow on the long and difficult arguments of [8], but it, not 

the least, generalizes their results. Lastly if this problem were really open, as claimed by the 

author of [8], then our solution method should be very useful. A more complete 

generalization of the above theorem, with an elegant proof, is in the possession of this 

(second-named) author, planned for a future publication.  

Let us also notice that the bi conditional of [10, Theorem 3.2] does not hold (for general 

n’s). The result should be corrected into: 
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3.2. Theorem. Assume nS is given by (1.1) and 1,..., nX X   are . .i i d . Continues random 

variables with a common distribution function  F . Then nS  has distribution F if and only if 

F is a  Cauchy distribution. 

 Proving the “only if” in [10] was based on the fact that, by an argument similar to the one 

given in 1987 by Van Assche, the solution of the differential equation (for z  ) 

   
( )

( )
( ) ( )

1 1

1

1
, ,

1 !

n n
n

n

d
F z F z

n dz
 

− −

−

−
=   −

 , (1) 

 is  

( )
1

,F z
z a ib

 =
− +

, Im( ) 0z  ,   0b  , 

 which is the Stieltjes Transform of the Cauchy distribution. 

However, this solution for (1) works only for n=2, which leads us to the well-known Bernoulli 

equations, and there are no reason to believe that the same method gives all the solutions for 

2n ; we only know that one of the solutions is the one provided above and we have no idea 

about the other possible solutions. Note that the unique solution of the above differential 

equation of order 1n −  should satisfy 1n −  initial conditions. The rest of the paper [10] does 

not need any changes. A full proof of the above theorem is in the possession of the second 

named (the corresponding) author, kept for a future publication.  

It is worth noting that our methods here are much simpler than those of [11]; see also [12, 

Subsection 1.1.1], where it is explained that the main result of [11] had been obtained before 

by the second author [13]. A future work in the line of this research is generalizing the methods 

of the present paper by using the ideas of [14]. 

 

5. Conclusion 

The proof given in this paper, along with the poof that appeared in the literature, shows that 

the theorems of Basu and the induction method can be effective in finding the distribution of 

such randomly weighted averages. Also, it can be understood why the distribution should be 

Dirichlet.  
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