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Abstract

In this article, a fast numerical approach is proposed for finding the solution of nonlinear delay
differential equations by using hybrid Taylor and Block-pulse Functions (HTBPFs). Firstly, some
features of hybrid functions which are a combination of Block-Pulse functions and Taylor polynomials
on the interval are introduced [0,1) . In this spectral approach, the operational matrices of stretch,
derivation and coefficient matrices are utilized. Based on these piecewise functions, we transfer delay
differential equations (DDESs) into a system of linear or nonlinear algebraic equations. Also, in this
numerical approach, it is shown that these operational matrices are sparse which is an effective
advantage of the fast implementation of numerical computation. Then, error analysis is done. Finally,
three examples are solved to show that the new proposed approach is comparable with other methods
of high accuracy and efficiency.
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1 Preliminaries
formulation

and problem

N recent years, extensive scientific research has
been done on DDEs. These equations play
an important role in the modeling and analyz-
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ing of many problems that arise in the fields
of population dynamics, physiological, infections
and chemical kinetics [1, 4, 5, 28]. The first
delay models in engineering were introduced by
Von Schlippe and Dietrich for modelling wheel
Shimmy [24], and Minorsky for ship stabilization
[20]. Special calculation and theorems for DDEs
are quite well-developed by publishing articles,
text books, useful software packages. Some of
them are shown in [6, 22, 26]. Time delay is
also a key element of the population of machine
tool chatter [8]. Most of all sophisticated models
have been appeared for turning and milling ap-
plications in the last decade [2]. Therefore, the
application and performance of these equations
in different fields of science and engineering like
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transmission lines, communication networks, bio-
logical models and population dynamics [18, 27]
have caused many authors and researchers to be
interested in solving DDEs with various methods,
such as the process of solutions the material, en-
ergy balances and electrodynamics are presented
by a delay dynamical system including delayed
states [10, 17].

Since DDEs are used in different fields and
many scientists are interested in them, the no-
tion of analytical and numerical method has been
used to solve these equations. For example, au-
thors of [14] presented a computer algebra system
for solving DDEs. In [3], M. Behroozifar and S.
A. Yosefi solved DDEs by using operational ma-
trices of hybrid Block-Pulse function and Bern-
stein. Musa Cakir et al. [7] have applied Ado-
mian decomposition method and the differential
transform method for solving multi-pantograph
DDEs. Also, researchers of [31, 32] employed a
direct method for solving time-varying delay sys-
tems and linear delay differential equations. Also,
M.S. Hafshejani et al. in [13] obtained numerical
solution of DDE using Legendre wavelet method.
The main purpose of this paper is to express
a new spectral approach based on HTBPFs for
solving DDE of the from

%y(t) = () y(%) +q(t)y(t), 0 <t <ty

y(0) = yo,
(1.1)

where p, ¢ are known continuous functions on
I(ty) :=1[0,tf] and X\ > 1 is stretched argument
that plays an important role in modeling with
DDEs.

This paper is organized as follows:

In Section 2, some preliminaries and basic defini-
tions of the HTBPFs are given. Section 3 is de-
voted to introduce the operational matrices such
as stretch, product and derivative of HTBPFs.
In Section 4, a numerical approach is proposed to
solve problem (1.1) using the results obtained for
the first time. Section 5 has been estimated the
error analysis of our proposed technique. In Sec-
tion 6, the scheme is applied on three examples.
Also some graphs and tables are presented to
show the applicability and accuracy of our tech-
nique. Finally, in Section 7 the conclusion of this
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paper is presented.

2 The HTBPFs
Properties

and Their

In this section, we describe the important def-
inition and attributes that are required for the
computation and implementation of the new nu-
merical method.

Definition 2.1. A set {b; (t) :i=1,2,...,m} of
Block-Pulse functions are defined on [0,1) by [9].

et o8
bi(t) = om T m’ (2.2)
0, otherwise.

Also, these piecewise functions are disjoint and
orthogonal. Also, we have b; (t) b; (t) = d;;bi(t).
By considering Taylor polynomials T, (t) = t™
on the interval [0,1], the HTBPFs can be pre-
sented as follows.

Definition 2.2. For m = 0,1,...,M — 1 and
n = 1,2,...,N, the orthogonal set of HI'BPFs
b(n,m,t) are defined on [0,1) as

-1
— T (Nt — (n — 1)), "N §t<%,
n,m,t) =
0, otherwise.
(2.3)

On the other hand, this Hybrid functions can be
expressed in the following way. The piecewise
function for fixed a € [0,1) is defined as follows

Uatt) = {Tm(Nt —(n—1)), t>a,

2.4
0, t<a, (24)

where t € [0,1). From Equation (2.4), one can
write

—1
T(Nt —(n—1)), t>
Ui (t) = N
N 0 ¢ < n—1
b N )
(2.5)
and
Tn(Nt—(n—1)), t> .,
Un(t) = n (26)
N 0 t< —.
’ N
Using functions U not (t), Uz (t) yields
b(n,m,t) = Uanl ()= U= (). (2.7)
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2.1 Function approximation

In this section, an arbitrary function f €
CM10,1] may be approximated in terms of
HTBPFs as follows

Z Cnmbnm ) .

n=1m=0

(2.8)

Here, coefficient c¢,,, can be calculated in two
ways
<f7 bnm>

Cnm = W, (29)

where m =0,1,.... M —1,n=1,2,...,N, and
(.,.) denotes the inner product. Coefficient ¢y,
can be obtained as

1 [dmf(t)

(2.10)

“vm = Nml | dem

L("Nl)'

Therefore, the function f can be estimated by
truncating the infinite series in (2.8) as [19]

N M-1

~> "> ambam (t) =CTB(t), (2.11)
n=1 m=0
where
C = [010, ey Cl(M—1)7 C20,C21y -+ -
T
C2(M—1)>---7CNO>CN17---7CN(M—1)] )
(2.12)
and
B(t) == [blo(t), ceey bl(Mfl)(t)a bgo(t)7 ey
bar—1) (1), - - bvo(t), -+, by ar—1) (1]
(2.13)
3 Operational matrices of

HTBPFs

In this part of the study, operational matrices
stretch and derivative that play an important
role in simplifying types of DDEs and the
implementation of the proposed framework are
introduced.

The operational matrix of derivative D is ex-
pressed by

LB (1) ~

~ DB (t
dt ()7

(3.14)
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where % brm (t) is approximated by
N M-1
> E CZ] ™b;; (t) and,
=1 j=
1 & (d
cij ™™ = Nijl [dti (zbnm (t>)i|t_i—17 (3.15)
- N

where i,n =1,..., N and j,m=0,...,M — 1. For

example, for N =2, M =3

O OO NN O
O OO = OO
oo oo oo
NN OO OO
_ O O O O O
oo oo oo

Also, stretch operational matrix of HTBPFs is
defined as matrix S satisfying in the relation

B <§> ~ SB(1),

here, vector B(%) can be written as
t
B(5) = b

t
bQ(Mfl)(X), e

(3.16)

~+

t t
vy b (5), b20(5), - -
)7 » V1(Mm 1)(>\)a 20()\)7 5

>

t t
,bNO(X): ~~-7bN(Mfl)(X)]T~
(3.17)
Then, vector elements B(%) in equation (3.16)

can be approximated by using HTBPF's as

N M-1
ST rumaibi () = RUamB (), (3.18)
i=1 7=0
where
1 [ t
B o

where n,t =1,...
Hence,

,Nand m,j=0,1,..., M — 1.

S:[R1To7-- R1M 1re-- RNOa---aR%M—l}'

For A\=2,N =2, M = 3, we have

1 00 1 00
1 1 3 1
119 3 1 9
114 31
S: 16 4 4 16 4 4
0 00 0 00
000 0 00
000 0 00
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Table 1: Comparison of maximum absolute errors between our proposed method for N =1, M = 25, A = 2

and other methods for Example 6.1.

t eSMh = 0001[25] eVI]\/I ) eAD]\l ) eHPJ\I eSIWh = 0001[11} eLWJW [16} 6(1,25)

0.0 0.00 0.00 0.00 0.00 0.00

0.2 1.37E-11 0.00 3.10E-15 1.00E-15 2.00E-15
0.4 3.27E-11 1.00E-15 7.54E-15 0.00 2.88658E-15
0.6 5.86E-11 2.19E-13 1.39E-14 2.00E-15 3.7T4T6E-16
0.8 9.54E-11 9.36E-12 2.13E-14 5.00E-15 3.55271E-15
0.9 1.43E-10 1.72E-10 3.19E-14 3.00E-15 2.7182E-15

Table 2: The maximum absolute errors for N = 1 and different values of M with A = 2, for Example 6.2

t €(1,9) €(1,13)

0.0 0.00000000 0.00000000
0.2 6.99828E-8 1.75415E-13
04 1.01575E-7 1.76303E-13
0.6 8.95865E-8 2.20046E-13
0.8 1.26004E-8 2.50244E-13
0.9 2.13E-13 1.42035E-14

Table 3: The approximate solutions values of N = 1 and different values M with A\ = 1.25 for Example 6.3.

t Y,10) Ya,12) Ya,15) Y(1,20) Y@,25)
0.0 1 1 1 1 1

0.08 0.859908 0.854663 0.851031 0.851092 0.851031
0.16 0.732028 0.725705 0.722282 0.722319 0.722283
0.24 0.617757 0.613116 0.611232 0.611256 0.611232
0.32 0.518054 0.516257 0.515648 0.515673 0.515648
0.4 0.433181 0.433811 0.433561 0.433583 0.433561

Table 4: The approximate solutions values of N = 2 and different values M with A = 1.25 for Example 6.3.

t Y(2,10) Y(2,12) Y(2,15) Y(2,20) Y(2,25)
0.0 1 1 1 1 1

0.08 0.855136 0.852321 0.851263 0.851042 0.851032
0.16 0.723588 0.722575 0.722358 0.722292 0.722283
0.24 0.610688 0.611564 0.611387 0.611239 0.611233
0.32 0.518009 0.516583 0.515702 0.515655 0.515649
0.4 0.437755 0.433125 0.433666 0.433562 0.433561
4 Description of spectral our unknown function y is approximated as

method for solving DDEs

The main objective of this stage of the paper is to
implement a very effective numerical approach to
solve DDE (1.1), with initial conditions y (0) = yo
by employing HTBPFs. Using equation (2.11),

y(t)~CTB(t), (4.20)

where C' and B(t) are given in equations (2.12)

and (2.13). Considering equations (3.14) and
(2.11), we obtain
d

(t)~CTB' (t)~CTDB(t), (4.21)

ﬁy
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Table 5: The approximate solutions absolute errors in solution of NV = 1 and different values M with A = 1.25

for Example 6.3.

t

v = va10) ||

91,100 = Y11y || o

[901,24) = Y1,25) || o0

0.0
0.2
0.4
0.6
0.8
0.9

0.00000000
0.00882114
0.00001281
0.00205286
0.00126533
0.00208259

0.00000000 0.000000000
0.00846740 4.318120E-5
0.00035625 3.622701E-5
0.00200203 1.166110E-5
0.00114213 1.167641E-5
0.00221691 7.534360E-7

Table 6: The approximate solutions absolute errors in solution of N = 2 and different values M with A = 1.25

for Example 6.3.

t [y@10) = vzl o [y@12) = veas) | o [9@.15) = ¥.20) | o 12,200 = Ye2.25) | o,
0.0 0.00000000 0.000000000 0.000000000 0.00000000

0.2 0.00245903 0.000012336 0.000098801 8.69526E-6

0.4 0.00463037 0.000541443 0.000103834 0.79565E-7

0.6 0.00052784 0.001049940 0.000182796 1.04518E-5

0.8 0.03337610 0.013465800 0.004002501 1.05202E-3

0.9 0.11131107 0.061628956 0.014736464 0.009576403

also, we use

B (;) ~ SB(1), (4.22)

where D and S are defined in equations (3.14)
and (3.15).

Substituting equations (4.20), (4.21) and (4.22)
into the main problem (1.1) and replacing ~ by
= give

CTDB (t) = P (t)SB (t)+q(t)CTB (t). (4.23)

Furthermore, the initial condition in equation
(1.1) has to be used i.e.

CTB(0) ~ yo. (4.24)

Finally, equations (4.23) and (4.24) give a system
of linear equations. N M —1 Newton-Cotes points
are applied for finding C' as

2p—1
Trn =
P 9NM

,p=1,2,...,NM —1, (4.25)
to obtain,

CTDB(xp) = P(xp)S B(wp) + q(p) Cc'B (zp)
(4.26)
where p = 1,2,...,NM — 1. Now, with com-
bining equations (4.24) and (4.26), a system of

N x M linear equations is obtained that can be
solved easily. Then vector C' is used for finding
the approximate solution as

y(t)~CTB(t),t€[0,1). (4.27)

5 Error Analysis

In this section, error analysis is performed for our
numerical approach, so an upper norm for the
error is found. Consider the following DDE

/
y(t) =ay(t)+by(rt), 0<t<1, (5.28)
y(0) = o,
where y € PC1[0,1), with PC'[0,1) as the set
of piecewise functions having continuous First
Derivative, 0 <r < 1 and a,b € R.
Consider arbitrary function f € CM[0,1]. Tay-
lor polynomial of degree M — 1 is utilized to ap-
proximate f.

—_

M=1 (i) (, |
()= () - Y LWy

—0

=

(5.29)
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where

feall < G0 g0 (530
ftiloo = M! 0o '

Now, if the HTBPFs on the interval [0 1) are
considered, then for ith sub interval [ N N) the
truncation error satisfies the following inequality

(see [23]).

(f 71
feallo < BT 1 w||
(5.31)
— (M)
M NMHf Hoo
and
lenlloe < 377 Hf(M)Hoo (5.32)
Integrating both sides of DDE (5.28) from 0 to ¢

yields

[ v s = [ats)as

t
+/ by (rs)ds, 0 <t <1.
0

(5.33)
Therefore,
y(t)—y<o>:a/ y(5) ds
- (5.34)
—i—b/O y (rs)ds,
o=y<t>—y<o>—a/0 y(5) ds
(5.35)

—b/oty(rs)ds.

On the other hand, using (2.8), (2.10) and (2.11),
results

S MINAT Hy(M)Hoo' (5.36)

oo

Therefore, if the function approximation error
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N M-1

35 cunbn (0] i

with e,(t) = \yu polbol

shown, then (5.36) can be rewritten as follows

e, lloo< mHy“‘“Hm (5.37)
On the other hand, we have
y () —y(0) >y, () —y(0) (5.38)
So, using (5.35) yields
e =, 0 -w—a [ v, ()ds
(5.39)

t
—b/ y, (rs)ds, 0 <t <1,
0

where, y, is an approximation function of y.
Therefore, applying equations (2.11) and (5.39),
gives

t
e(t)=cT'B(t) —y(0) - a/o cI'B(s)ds
(5.40)

t
—b/ cT'sB(s)ds, 0 <t < 1.
0

Now, we subtract equation (5.40) from equation
(5.35) to obtain

e®)—0=cTB@{t)—y(®)
—a/tcT
0

—b/ cTsB(s)ds—i-b/ y(rs)ds
’ ° (5.41)

t
B(s)ds+a/0 y(s)ds

t
— a(/(; (CTB (s)—y (s)) ds) (5.42)

—b( (cTsB (s)—vy (7"8)) ds,
0
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and

(5.43)

¢
—b/ e, (rs)ds.
0

Thus, according to the property of the absolute
value function, (5.43) is obtained as

t
O] < e, O] +lal [ e, (9)las
(5.44)
t
10l e, (s,
0
Finally, following is obtained
1+ |a|+|b
leloo< MHW@H (5.45)

M!NM

o0

6 Illustrative examples

In this section, three different examples are solved
which illustrate the accuracy, applicability and
efficiency of the scheme. The error of the new
numerical approach based on HTBPFs is

e(N,M)=|ly— ?J(N,M)HOO
(6.46)

= mazro<i<i }y(t) —Y(,M) (t)‘ ’

where y is the exact solution and yv ar) is the
approximate solution obtained by the proposed
method, with N, M defined in Definition 2.2. In
our implementation, the calculations are done on
a personal computer with core-i5 processor, 2.67
GHZ frequency, and 4GB memory. In numerical
solution, all examples of this paper are used for
computations of the Mathematica 11 software.

Example 6.1. As the first example, the following
DDE [11, 13, 15, 16, 25] is considered

t
Sy(t)=tery(§) +3y(1), 0<t<1

(6.47)
with the exact solution y(t) = e".
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First, this equation with different values of N
and M was solved. The operational matrices of
stretch and derivative for N =1, M =3, A = 2
are obtained in the following forms

1 0 O 0 0 0
S:%%O,DZlOO,

& 1 1 1 20
and,

C10 = 1, C11 = 0.513467, C11 = 0.568481,

give
14 0.513467t + 0.568481¢>, ¢ € (0,1],
Ya,3)(t) =
0, t¢(0,1].
(6.48)

Figure 1, compares the exact solution with
the approximate solution obtained by proposed
method for N =1, M = 25. The absolute errors
for N =1, M = 25 are shown in Figure 2 where

extremely high accuracy can be seen. In Table

25F

20

y(t)

---------- Approximate solution
The exact solution

t

Figure 1: Comparison of the computed and exact
solutions forN =1, M = 25, with A\ = 2 for Ezample
6.1.

6.x10715

5.x1071%

4.x107"°
= 3.x107"°
@

2.x1071%

1.x1071

ol
L

I I I I I
0.0 0.2 0.4 0.6 0.8 1.0
t

Figure 2: Plot of the absolute error for N =1, M =
25, with A = 2 for Example 6.1.

1, our results for N =1, M = 25, A = 2 are
compared with spline methods [11, 25|, Adomian
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decomposition method [30], homotopy perturba-
tion method [29] and Legendre wavelet method
[16].

Example 6.2. Next the pantograph equation is
discussed as follows [4, 15, 16].

d t
diy)(t) — y(i) =0, 0<t<l, (6.49)
y(0) =1,

with the exact solution

_ 2
v =3 2
k=0
Table 2 shows the maximum errors for Example
6.2.

Example 6.3. Here the third example proposed
in [21] is considered and also is extensively stud-
ied by Fox et al. [12]. Since the exact solution of
this problem is not available, many authors have
tried to solve it.

Consider the following DDE of the form

d?ilit) =ay(t/A) +byt), 0<t<1, (6.50)
y(0) = yo.

The numerical solution with the new spectral ap-
proach for this equation is under the following
conditions

a=-1,b=-1,A=125 and yg=1.

7 Conclusion

In this article a spectral method based on
HTBPFs for solving DDEs is presented. The er-
ror analysis of the spectral approach has been
done. The computing time of implementing this
technique compared with other known methods
are very low. Three numerical examples are pro-
vided to confirm the applicability and accuracy
of the scheme.
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