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Abstract

In this paper, we present an approximate method to solve the solution of the second kind Volterra
integral equations. This method is based on a previous scheme, applied by Maleknejad et al., [K.
Maleknejad and Aghazadeh, Numerical solution of Volterra integral equations of the second kind
with convolution kernel by using Taylor-series expansion method, Appl. Math. Comput. (2005)]
to gain the approximate solution of the second kind Volterra integral equations with convolution
kernel and Maleknejad et al. [K. Maleknejad and T. Damercheli, Improving the accuracy of solutions
of the linear second kind volterra integral equations system by using the Taylor expansion method,
Indian J. Pure Appl. Math. (2014)] to gain the approximate solutions of systems of second kind
Volterra integral equations with the help of Taylor expansion method. The Taylor expansion method
transforms the integral equation into a linear ordinary differential equation (ODE) which, in this case,
requires specified boundary conditions. Boundary conditions can be determined using the integration
technique instead of differentiation technique. This method is more stable than derivative method
and can be implemented to obtain an approximate solution of the Volterra integral equation with
smooth and weakly singular kernels. An error analysis for the method is provided. A comparison
between our obtained results and the previous results is made which shows that the suggested method
is accurate enough and more stable.
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N this paper, we focus on the second kind
I Volterra integral equations as follow

0<t<L

(1.1)
In Eq. (1.1), the functions k(t¢,x), g(t) and
A are known, and ¢(x) is the unknown func-
tion to be determined. It is assumed that Eq.

() + A /0 K(t, 2)p(z)dz = g(t),
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(1.1) has a unique solution and for more infor-
mation about the necessary and sufficient condi-
tions for existence and uniqueness of the solution
of the Eq. (1.1), the interested reader can re-
fer to [3]. Moreover, it is assumed that the kernel
k(t,x) = k(| t—x |) with k continuous in I = [0, 1]
and decreases as | t — x | increases from zero or
that k(t,x) = a(t, z)x(t — z) with a(t, z) which is
continuous for ¢, z € I and « is weakly singular,
meaning that k(t —2) =O0(|t —x |7%), 0 < a <
1.

Fredholm and Volterra integral equations play
an important role in many physical applica-
tions [18, 19] which include potential theory and
Dirichlet problems [12, 13, 16], particle transport
problems of astrophysics [20] and radioactive heat
transfer problems [2, 4].

There are many approaches to obtain the solu-
tion of a usual Volterra integral equation. In gen-
eral, many numerical methods such as Galerkin
[5], collocation [14] and quadrature methods [1, 3,
9, 10] convert the integral equation into a linear
system of algebraic equations that can be solved
by direct or iterative methods.

Differing from existing methods, Volterra inte-
gral equation of the form (1.1), using the Taylor
series expansion of the unknown function, can be
converted into a linear ODE that can be solved.
But in these methods, specified boundary condi-
tions is needed to determine which is not pos-
sible. However, the above ODE is not directly
solved. To obviate this problem, there are two
approaches. We can either differentiate or inte-
grate both sides of ordinary differential equation.

Ren et al. in [15] firstly used the deriva-
tion approach for solving Fredholm integral equa-
tions and further Maleknejad and Aghazadeh [7]
used it for solving Volterra integral equations and
then Maleknejad and Damercheli [8] expanded it
for systems of Volterra integral equations. This
method determines an approximation of the so-
lution for Fredholm and Volterra integral equa-
tions. The accuracy of the method for Volterra
integral equations is better than that of Fredholm
interal equation, which is due to well-posedness
of Volterra integral equations in comparison with
Fredholm integral equations. However, the ac-
curacy of the solution for both Fredholm and
Volterra integral equations is not satisfying at the

end of the interval (see the Examples 1, 2, 3 in
[7, 15]). On the other hand, the numerical re-
sults show that the method is effective under the
convolution kernel, particularly, when the rate of
the decay to 0 of k(| t — = |) is sufficiently large,
but the technique does not perform well under
the weakly singular kernel (see the Example 4 in
[7, 15]) since the approximation needs derivations
of the kernel which are hypersingular and would
lead to inaccurate approximation.

In this paper, a new application of Taylor ex-
pansion is presented to solve the Volterra in-
tegral equations of the second kind, approxi-
mately. Taylor expansion of the unknown func-
tion is used to obtain the solution. Then the
integration method is employed for determining
specified boundary conditions, for converted lin-
ear ordinary differential equation. This method
is more stable compared with derivative method
and can be applied to approximate the solution
of the Volterra integral equation with smooth
and weakly singular kernels. Also, it is shown
that when the present method is applied to the
Volterra integral equation with a rapidly decay-
ing kernel, it provides more accurate results than
those obtained by the method in [7].

2 Determination
mate solution

of approxi-

Consider the second kind Volterra integral equa-
tions (1.1) and without loss of generality suppose
that A = 1 . In order to achieve the approxi-
mate solution, Taylors expansion of the unknown
function ¢(x) at t is employed as follow

o) =)+ t)(z—t)+ -+

1
pr ) (x — )" + Ra(z,1),  (2:2)
where in relation (2.2), R, (¢, z) indicates the La-
grange error bound as

(n+1)
Rufant) = £ gy,

(n+1)! (23)

for some point ¢ which is between ¢t and x. In
genral terms, the Lagrange error bound becomes
sufficiently small as n gets great enough provided
that o™tV (t) is a uniformly bounded function.
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It is to be noted that if we have the unknown
function ¢(z) as a polynomial of the degree equal
to or less than n, then the Lagrange error bound
equals to zero i.e., we achieve the exact solution.

In the following, the approximate relation (2.2)
is substituted for ¢(x) in the integrand into Eq.
(1.1) and leads to

P+ S0 [ e aa—apar = g0,
=0 J: 0

(2.4)
where in the above written relation, the Lagrange
error bound has been eliminated for the reason
that the truncated error is sufficiently small. In
fact, Eq. (1.1) is converted into nth-order linear
ODE (2.4) with respect to ¢(t) and its derivations
up to order n. In the following, to determine
©(t), ..., o™ (t), a linear equations system has to
be solved.

To materialize this aim, other n independent
linear equations in terms of ¢(t) and its deriva-
tives up to order n are needed, which is derived
by integrating both sides of Eq. (1.1) n times as
follow

/ (t — ) Lo(x)de+
0

/0 / (t— s)iilk(s,az)gp(x)dsd:c = g¢i(t)

i=1,---,n, (2.5)

where
9o (1) = /0 (t— o) gx)de.  (26)

Now, similarly, we insert approximate relation
(2.2) for p(z) into Eq. (2.5) and we have

;J(p(j)(t)(t —x)ldz+ (2.7)

Therefore, we achieved a system of linear equa-
tions for ¢(x) as unknown function and its deriva-
tives up to order n, composed of Egs. (2.4) and
(2.7), and we rewrite this system as

At)o(t) = G(1), (2.9)
where
aoo(t) ao1(t) aon(t)
At) = a1o:(t) an:(t) a1rt(7f) (210
ano(t)  an1(t) ann(t)
g(t) <P/(t)
o) = 91 (1) =] ® :(t)
g(n—l)(t) Sp(n)(t)
(2.11)

We remember, in coefficient matrix (2.10), the
first row denotes to coefficients of ) (t) in Eq.
(2.4) for j =0, ...,n and the other rows denote to
coefficients of pU)(t) in Eq. (2.7) for j =0,...,n.
Finally, a standard method is used to the above
system which yields an nth-order approximate so-
lution of Eq. (1.1).

3 Error analysis

Theorem 3.1 If we have the solvability condi-
tions of system (2.9) then the unique solution of
system (2.9) is proposed as ¢(t) = A(t)"1G(T).
At present, we show the components of A(t)~*
of (n+1) x (n + 1) dimension by aj,(t), 0 <
k,l < n. Besides, we assume that a;l(t) are uni-
formly bounded means there exists a positive con-
stant like C' independent of n as | aj)(t) < C for
tel, j,l <n, then we have

n

| on(t)—o(t) |< CKH, | T| [l =3
=0

|1
4!
(3.12)
where @, denotes the nth-order approximation of
the exact solution (t),
Hn = mawj>n,t€[|go(ﬁ (t)|7 K =
mazrrxrk(t,x),t,x € 1. As we mentioned
earlier, ¢, equals to ¢(t) if p(t) be as a poly-
nomial function of degree equal to or less than
n.

)

Proof. See [6, 17].
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Table 1: Comparison of the absolute errors for approximate solutions in Example 4.1.
t n=0 for n= n= 4 n= 6
two methods | method in [T]  Our approx. method in [7]  Our approz. method in [7]  Our approz.
0.1 | 0.1078 x 1073 | 2.7031 x 10~7 2.2779 x 10~2 | 2.5536 x 10~% 1.1102 x 10~® | 1.2401 x 10~ 6.6613 x 10~ 16
0.2 | 0.8814 x 1073 | 0.1749 x 10~* 5.8522 x 10710 | 9.3845 x 10~7 6.8833 x 10~1° | 7.9976 x 10~8 8.8817 x 1016
0.3 ] 0.3077 x 1072 | 0.2007 x 1073  1.4894 x 10~8 | 0.1625 x 10~% 3.4239 x 1073 | 9.2362 x 10~7 1.1102 x 10~'°
0.4 ] 0.7689 x 1072 | 0.1133 x 1072 1.4630 x 1077 | 0.1024 x 10~3  5.7105 x 10712 | 5.3223 x 10~¢ 1.1102 x 10~!°
0.5 | 0.0161 0.4330 x 1072 8.4963 x 10~7 | 0.4104 x 1073  4.8663 x 10711 | 2.1147 x 10™° 2.2204 x 10~16
0.6 | 0.0308 0.0129 3.5277 x 1076 | 0.1254 x 1072 2.6865 x 10710 | 6.6936 x 107> 1.1102 x 10~15
0.7 | 0.0553 0.0324 1.1593 x 10~° | 0.3197 x 1072 1.0880 x 102 | 1.8206 x 10~* 6.6613 x 10~16
0.8 | 0.0950 0.0717 3.2044 x 1075 | 0.7150 x 1072 3.4732 x 1079 | 4.4439 x 10~* 3.1086 x 10~1°
0.9 | 0.1578 0.1441 7.7487 x 107° | 0.0144 0.1148 x 1079 | 9.9894 x 10~% 3.1086 x 10~1°
1.0 | 0.2546 0.2681 1.6840 x 10~* | 0.2712 2.0098 x 1078 | 2.1016 x 10~3  1.7763 x 10~1°
Table 2: Comparison of the absolute errors for approximate solutions in Example 4.2
t n=0 for n= 2 n= 4 n= 6
two methods | method in [7]  Our approx. method in [7]  Our approzx. method in [7]  Our approx.
0.1 | 0.0059 7.8437 x 1078  1.1102 x 10716 | 4.6960 x 10~8 1.1102 x 10716 | 7.8478 x 10~8 3.6637 x 10~
0.2 | 0.0241 2.5267 x 1076 2.2204 x 10716 | 1.4961 x 1076 0 2.5120 x 1076 2.2204 x 10~16
0.3 | 0.0549 0.1932 x 10~%  4.4408 x 10716 | 0.1121 x 10~% 4.4408 x 1016 | 1.8968 x 10~5 4.4408 x 1016
0.4 | 0.0984 0.8200 x 10~ 8.8817 x 10716 | 0.4623 x 10~ 8.8817 x 10716 | 7.9031 x 10~° 8.8817 x 1016
0.5 |0.1546 0.2517 x 1073 8.8817 x 10716 | 0.1366 x 1073  8.8817 x 10716 | 2.3715 x 10™% 8.8817 x 10716
0.6 | 0.2234 0.6287 x 1073 0 0.3260 x 1073 8.8817 x 10716 | 5.7726 x 10~* 8.8817 x 1016
0.7 | 0.3044 0.1360 x 1072 8.8817 x 10716 | 0.6683 x 10~3 8.8817 x 10716 | 1.2147 x 1072 0
0.8 | 0.3971 0.2643 x 1072 0 0.1222 x 1072 0 2.2956 x 1073 0
0.9 | 0.5011 0.4726 x 10=2 0 0.2046 x 10=2 0 3.9936 x 1073 0
1.0 | 0.6157 0.7905 x 10~2  1.7763 x 1071% | 0.3187 x 10~2 8.8817 x 10716 | 6.5040 x 10~3 8.8817 x 1016
Table 3: Comparison of the absolute errors for approximate solutions in Example 4.3.
t n=0 for n= 2 n= 4 n= 6
two methods | method in [7)  Our approx. method in [7]  Our approz. method in [7]  Our approz.
0.1 02071 x 107% [ 0.1229 x 10~*%  4.4553 x 10713 | 0.1229 x 10~%* 1.1102 x 10-16 | 0.1229 x 10~* 0
0.2 | 0.3255 x 1073 | 0.1867 x 10~3  1.1360 x 10710 | 0.1867 x 10~3 1.1102 x 1076 | 0.1867 x 102 0
0.3 | 0.1601 x 1072 | 0.8647 x 1073  2.8898 x 1079 | 0.8647 x 103 4.4408 x 10716 | 0.8647 x 10™3 1.1102 x 10~16
0.4 | 0.4864 x 1072 | 0.2393 x 1072 2.8564 x 10~8 | 0.2393 x 1072  1.0547 x 10~ | 0.2393 x 102 1.1102 x 10~16
0.5 | 0.0113 0.4855 x 1072 1.6797 x 10~7 | 0.4855 x 1072 1.5298 x 10~13 | 0.4855 x 102 1.1102 x 1016
0.6 | 0.0221 0.7807 x 1072 7.1040 x 107 | 0.7807 x 10~2  1.3454 x 10~2 | 0.7807 x 10~2 1.1102 x 10~'6
0.7 | 0.0383 0.0101 2.3909 x 1076 | 0.0101 8.4176 x 10712 | 0.0101 1.1102 x 10716
0.8 | 0.0608 0.0101 6.8019 x 1076 | 0.0101 4.1018 x 1071 | 0.0101 1.1102 x 10716
0.9 | 0.0901 0.5732 x 1072 1.7007 x 1075 | 0.5732 x 1072 1.6503 x 10710 | 0.5732 x 1072  4.4408 x 10~16
1.0 | 0.1263 0.5152 x 1072 3.8378 x 107° | 0.5152 x 10~2  5.7060 x 10719 | 0.5152 x 10=2  1.5543 x 10~1°

4 Numerical examples

In this section, the method proposed in Section
(2) is implemented to some examples which the
obtained results show the efficiency and the accu-
racy of the method. All computations are carried

out using Mathematica 5.

Example 4.1 Consider the second kind Volterra
integral equation (1.1) with A = —2 and k(t,z) =
m. To evaluate the approximate solution of
the problem wusing the method, g(t) is chosen so
that the exact solution is p(t) = 1+ t2 + 5. The
error between the exact solution and the approxi-

mate solution of p(t) with n =0,2,4,6 are tabled
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Table 4: Comparison of the absolute errors for approximate solutions in Example 4.4.

n=4

.9 n=>6

t n=0 n=2

0.1 1.4376 x 10~4 1.0174 x 107
0.2 7.0219 x 10~4 1.1037 x 106
0.3 1.5080 x 103 4.0671 x 10~
0.4 2.1851 x 10~3 9.3796 x 10~
0.5 2.3293 x 1073 1.6119 x 1075
0.6 1.6430 x 10~3 2.1545 x 10~°
0.7 5.3768 x 1075 2.0667 x 1075
0.8 2.1741 x 10~3 5.8556 x 10~6
0.9 4.3314 x 1073 3.3506 x 1075
1.0 5.1566 x 10~3 1.1134 x 1074

1.7347 x 1018
6.9388 x 1018
6.9388 x 1018
6.9388 x 10718
1.3877 x 10717
3.4694 x 10~17
2.7755 x 10~17
3.8163 x 10~17
1.1102 x 1016
1.4922 x 1016

3.4694 x 10~18
2.0816 x 1017
4.1633 x 10717
6.9388 x 1018
6.9388 x 1018
5.5511 x 1017
6.2450 x 1017
5.8980 x 10~17
2.9316 x 10716
1.0052 x 10~15

wn Table 1. Fig 1 also shows the graph of the exact
and the approzimate solution for n = 6 in Taylor
expansion.
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Figure 1: Approximate solution for Example 4.1
forn==6

Example 4.2 In this problem, the kernel k(t, x)
and the parameter \ are exactly the same as in
Ezample 4.1. g(t) is selected such that the exact
solution is p(t) = e*t. The absolute errors of the
approximate values with n = 0,2,4,6 are shown
in Table 2. Fig. 2 also shows the graph of the
exact and the the approximate solution with n =

6.

Example 4.3 In this example, consider (1.1)
with A = =1, k(t,x) =t —x and g(t) = 1 with
the exact solution ¢(t) = cos(t). Numerical re-
sults for n = 0,2,4,6 are presented in Table 3.
Fig. 3 is the graph of the exact and the approxi-
mate solution for n = 6.

L L L L L
0.2 04 06 08 10

Figure 2: Approximate solution for Example 4.2
forn==6.
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Figure 3: Approximate solution for Example 4.3
for n = 6.

Example 4.4 In this problem, we consider the
integral equation (1.1) with a weakly singular ker-
nel k(t,z) = (t —:17)_?1 and A = —3&. g(t) is
chosen such that Eq. (1.1) has the exact solu-
tion p(t) = (t(1 —t))2. Numerical results for
n =0,2,4 are proposed in Table 4. Fig. /4 is the
graph of the exact solution and the approrimate
solution with n = 4.
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Figure 4: Approximate solution for Example 4.4
for n = 6.

5 Conclusion

In this paper, we proposed a novel application of
Taylor expansion to obtain the approximate so-
lution of the Volterra integral equations of the
second kind. With the help of Taylor expansion
method the integral equation converted into a lin-
ear ODE which needed specified boundary condi-
tions. To obtain boundary conditions, the inte-
gration technique was used. As results showed,
the method proposed here is more stable than
derivative method and can be easily implemented
to approximate the solution of the Volterra inte-
gral equation with smooth and weakly singular
kernels. Also, as the present method is imple-
mented to the Volterra integral equation with a
rapidly decaying kernel, it leads to the more ac-
curate results than those of the method in [7].
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