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Abstract

The purpose of this paper is to develop a benchmark model for efficiency evaluation in future. With
forecasting the efficiency of organizations, managers could plan and determine that strategy. One of
the most important methods for evaluating decision making units (DMUs) is DEA. Although DEA
is a powerful method in evaluating DMUs, it does have some limitations. One of the most important
limitations of this method is the result of the evaluation is that the efficiency calculated was based on
previously existing data and the results are not proper for forecasting the future changes regarding
inputs and outputs required for the units to be considered as efficient. The aim of this paper is to
propose a model to enlighten and forecast how inputs and outputs alter through system dynamics
and simulation. For this purpose, we design feedback loops for forecasting inputs and outputs. Then
we use CCR model to forecast the efficiency.

Keywords : Bank efficiency; Performance Evaluation; Data Envelopment Analysis (DEA); System
dynamics; Simulation; Efficiency forecasting; Benchmark.
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1 Introduction

N
owadays, due to continuous change in eco-
nomic conditions, evaluating the perfor-

mance of industrial and economical units has be-
come one of the most important factors in their
improvement. In order to improve the perfor-
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mance and have a good position in comparison
to other units, industrial units have to be eval-
uated using scientific methods. One of the most
important methods for evaluating decision mak-
ing units (DMUs) is DEA, which was introduced
by Charness et al (1978) [6] and developed by
Banker et al (1984) [3].
Data envelope analysis (DEA) provides a use-
ful service management and benchmarking tech-
nique to evaluate profit and nonprofit sector or-
ganizations. Previous research on the application
of DEA to banking operating efficiency subordi-
nated to financial holding companies was mostly
carried out around 2010, for example, Chiou
(2009) [9], Li (2009) [26], Chao, Yu and Chen
(2010) [5] and Chen, Chiu and Huang (2010)
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[8], Kao, Lin and Xu (2012) [24], etc. The ig-
norance of internal operational structures of the
banks may be unable to identify sources of in-
efficiency within the production process. Addi-
tionally, the effect of carryover assets was to al-
low banks to carryover some assets from one pe-
riod to the next [19]. Moreover, although DEA is
a dominant means in evaluating DMUs, it does
have some limitations. One of the main limita-
tions of this method is the result of the evalu-
ation. As DEA models use historical data and
their results are not suitable for forecasting the
future, managers are not able to use these results
for planning and strategic management. Another
problem in DEA is the benchmark obtained from
classic DEA models which might be considerably
different than the DMUs that are under evalua-
tion, therefore, in many papers, other researchers
have tried to make the under evaluated DMU as
close as possible to the image of inefficient DMU
as benchmark unit.
To solve these problems several methods have
been proposed. For example Thanassoulis and
Dyson (1992) introduced a method for finding
projections on efficient frontier [43]. Golony
(1988) presented a method using goal program-
ming to allow the decision maker to explore the
PPS [20]. Stewart (2010) used a goal program-
ming structure to find points on efficient frontier
which are realistically achievable by DMUs too
[40].
Moreover, the above-mentioned studies treat the
entire production process as a black box, and only
suitable for measuring the efficiency of a single
operational process, where decision making units
for example banks are assumed to have multiple
bank production processes [22]. Therefore, we
need to use a model that can consider all inter-
nal and external relationship between branches
as well as inputs and outputs. In order to use a
model with above specification we can use some
approach such as regression, expert opinion, the
least-squares method, regression analysis, satura-
tion curve method, curve extension method, or
other forecasting methods. These mothed can
consider only one or two factors, however, we
need a model that can consider whole indexes as
inputs and output. It is important to say that
one of the methods to consider whole inputs and

outputs as well as their relationships is System
Dynamic (SD).
In this paper the first problem is our hub. Strate-
gic planning is very significant for managers. If
managers know how to change the inputs and out-
puts in future, they can predict the future effi-
ciency. So the focus of this paper is to forecast
the inputs and outputs of DMUs.
It should be mentioned that mostly all the gen-
erated statistical prediction models, for instance,
the least-squares method, regression analysis, sat-
uration curve method, curve extension method,
etc all are made according to semi-mathematical
models configuration [12]. It is conspicuous that
the configuration formulated based on these mod-
els is regarded as a term of cause-effect. Further-
more, figuring out the prediction methods, for ex-
ample fuzzy prediction, dynamic prediction, and
grey dynamic modeling, etc are all formulated in
regard to semi-structured prediction, so are con-
sidered as a close capability of prediction con-
cerns under uncertainty, on the other hand, for
data scarcity and subjects management, straight-
forwardly, a type of famous modeling as grey dy-
namic modeling has been developed by Deng,
1982 [11] which is suitable for restrictive data
condition and sample for prediction. Researchers
have developed fuzzy logic in grey dynamics sys-
tem, and opportunity in grey fuzzy dynamic pre-
diction design [7].
The system dynamic techniques have been devel-
oped since 1960s by MIT University researcher
team who were supervised by Forrester ,In fact,
systems dynamics utilization was for diagnos-
ing, comprehension system components move-
ment and behaviors analyzing, whose capability
for both simple and complex modeling has been
examined by Mukherjee and Roy (2006) [29], fur-
ther information, in this test the result of changes
in variable interactions and consequently their fu-
ture behavior in various time periods have been
identified, also the predication of inputs and out-
puts for system prediction is done by system dy-
namics utilization. In Fact, in order to have
the best evaluation of the performance charac-
teristics, the best conclusion and original system
duplication, we had better to utilize simulation,
since, system development over time is an ordi-
nary process, whose characterization will lead to
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simulation model, which is very interesting for
researcher, conspicuously, these models are based
on a combination of relatively assumptions to sys-
tem performance.
Simulation models can give you an analytical
means to anticipate the effect of variation in an
existing system as well as the performance of a
new system with many different features. In fact,
researchers must have accurate perception about
system and its approach, because various parts of
a system are in interaction with each other, but
this perception can be achieved by all components
observation and related interaction among them,
on the other hand, system movement, behavior
recognition, understanding and analyzing all are
done by systems. Studying on system dynamics
with high dynamic behavior and its effects on the
future of the system and decision making meth-
ods for the considered situation in the study all
have been well followed very precisely by Mukher-
jee and Roy in 2006 [29], furthermore, based on
SD methodology principles, the system behav-
ior analyze, via a dynamic simulation model, has
been done too.
SD methodology introduction as a simulation
methodology for analysis and long-term deci-
sion making tool to solve complicated indus-
trial management problems was done by Jay
Forrester in 1960s [16], but in fact, system dy-
namics utilization (SD) approach is for model
simulation, Furthermore system dynamic model-
ing application on efficiency measurement origi-
nated from industrial dynamics. SD methodol-
ogy is acquired to understand the behavior of a
complex, dynamic social-technological-economic-
political (STEP) systems in order to demon-
strate, how system structure and utilized policies
in decision making, govern system behavior, also
concentration on the system structure comprising
of various interaction and feedback loop is done
by SD, since the SD approach is focused on the
object of different system variables dynamic in-
teraction capturing and analyzing their effect on
policy decisions over the long time.
The current article is comprised as following, Sec-
tion 2 provides literature review, Section 3 intro-
duces a system dynamics model for inputs and
outputs prediction in Iranian banks, Section 4 de-
scribes the DEA benchmark for DMUs and sec-

tion 5 presents a practical study in Iranian banks.
In this section we apply the proposed model for
benchmark forecasting in Iranian banks. And sec-
tion 6 is conclusion.

2 Background

2.1 Data envelopment analysis

The most widely used method of evaluation of
the banking industry is data envelopment anal-
ysis or DEA [14], a nonparametric technique
used in operation research for estimating produc-
tion efficiency in decision making units (DMUs).
DEA is a linear programming based methodol-
ogy which can evaluate DMUs qualitatively and
quantitatively and calculate multiple inputs and
outputs, the term DMU stands for decision mak-
ing unit which can be used either for comparing
different firms or evaluating the efficiency of one
firm over the time.
For the first time DEA has been introduced by
Charnes, Cooper and Rhodes (CCR) in 1978 [6],
and evolutionary form of the CCR the model fa-
mous as BCC by Banker et al. in 1984 [3], in
recent years, so many researches started studying
very carefully on these and development of vari-
ous models is noticeable. These models generally
differ as view of orientation, disposability, diver-
sification, returns to scale, measurement type.
The DEA efficiency measurement as view of un-
derlying concept is as an efficient frontier func-
tion. Furthermore, we will have emergence a set
of efficient and inefficient units, but inefficient
units analysis consist of two aspects, First, it can
demonstrate the maximum input level for output
accomplishment, Secondly, it can demonstrate
the highest output level accomplished for given
amount of inputs, the approaches in this way are
called ”minimal principle of efficiency” and ”max-
imum principle of efficiency respectively.

2.2 DEA Models

The concept of efficiency is derived from
physical and engineering science and indicates
the relationship between inputs and outputs.
Charnes et al. (1978) [6] introduced the ratio
definition of efficiency, also known as the CCR
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ratio definition, which generalizes the single-
output to single-input ratio definition used in
classical science to multiple outputs and inputs
not including requiring pre-assigned weights.
The main strength of the DEA model as it is
applied in this study lies in its ability to combine
multiple inputs and outputs into a single sum-
mary measure to select the most efficient unit.
Let xij , i=1,...,m, and yrj , r=1,..., s, be the ith
input and rth output, respectively, of the jth
DMU, j = 1...n. The DEA model for measuring
the relative efficiency of DMUo under an as-
sumption of constant returns to scale is the CCR
model [6].

max
∑k

r uryro

S.t
m∑
i=1

vixio = 1, (2.1)

k∑
r=1

uryrj −
m∑
i=1

vixij ≤ 0, j = 1, ..., n

vi ≥ 0, i = 1, ...,m,

ur ≥ 0, r = 1, ..., k.

We can say that the dual model of model (2.1) is:

min θ (2.2)

S.t

n∑
j=1

λjxij ≤ θxio, i = 1, ...,m,

n∑
j=1

λjyrj ≥ yro, r = 1, ..., k,

λj ≥ 0, j = 1, ..., n.

The following BCC input oriented value-based [3]
model can be used to assess efficiencies.

max
k∑
r

uryro + u0 (2.3)

S.t
m∑
i=1

vixio = 1,

k∑
r=1

uryrj −
m∑
i=1

vixij + u0 ≤ 0, j = 1, ..., n

vi ≥ 0, i = 1, ...,m,

ur ≥ 0, r = 1, ..., k.

Also he dual of model (2.3) is:

min θ (2.4)

S.t

n∑
j=1

λjxij ≤ θxio, i = 1, ...,m,

n∑
j=1

λjyrj ≥ yro, r = 1, ..., k,

λj = 1, λj ≥ 0, j = 1, ..., n.

2.3 System dynamics model

System dynamics (SD) is a discipline of research
into system feedback structure and behavior de-
veloped by Professor Jay W. Forrester of the Mas-
sachusetts Institute of Technology (MIT). SD is a
system analysis method that uses computer simu-
lations to simulate the structure and the dynamic
behavior of economic, social, and ecological sys-
tems [41]. Allington et al.(2017) used the method
of system dynamics to construct an ecosystem
model of human, natural, and land use in pas-
tures in Inner Mongolia [2]. Wu and Ning (2018)
used the system dynamics method to analyze the
energy-environment-economy system, and clearly
discussed the economic, energy and environmen-
tal interactions and influencing factors [46]. Fang
et al.(2017) divided the urban ecosystem into a
population subsystem, an economic subsystem,
and a resource environment subsystem, and an-
alyzed the relationship between these three sub-
systems [13].
System dynamics is focused on system thinking
[42], but takes the additional steps of structur-
ing and testing a computer simulation model.
The method of system thinking has been used
for over 30 years [16], and is a useful method
for understanding large-scale complex manage-
ment problems. System dynamics is designed
with system thinking concepts (Dyson and Chang
,2005). This method requires constructing the
causal loop diagram or stock and flow diagram to
form a system dynamic model for applications.
Several works can be found in the literature re-
view such as Forrester, [16, 18], Randers, (1980)
[33], Richardson and Pugh, (1980) [35], Mohaoa-
tra (1994) , Bui and Loebbecke (1996) [4], Larson
et al. (1997) [25], Smith and Ackere, (2002) [38],
Ronkko, (2007) [36].
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System dynamics can be applied to a wide range
of problem domains such as strategy, PM, corpo-
rate planning, demand forecasting, public man-
agement, business systems by Sterman, (2000),
[39], Bui and Loebbecke, (1996) [4], Smith and
Ackere, (2002) [38], Yim et al., (2004) [47],
Suryani et al., (2010) [42], ecological systems by
Grand et al., (1997) [21], social-economic systems
by Forrester, [17], [18], Meadows (1973) [27], agri-
cultural systems by Qu and Barney, (1998) [31],
Saysel et al., (2002) [37], environment system by
Vizayakumar and Mohapatra, (1991) [?], Ford,
(1999) [15], Wood and Shelley, (1999) [45], Ab-
bott and Stanley (1999)[1], Deaton and Wine-
brake, (2000) [10], quality systems by Larson et
al., (1997) [25], nonlinear systems by Ronkko,
(2007) [36], knowledge decision making by Yim
et al., (2004) [47], Otto, (2008) [30] and market-
ing by Richardson and Otto, (2008) [34].
To build a system dynamics model, first, the
problem must be identified. In this stage we must
find the real problem, identify the key variable
and concepts and determine the time horizon [42].
In the next stage the dynamic hypothesis must
be defined. In this stage the researcher develops
a causal loop diagram. This diagram explains
causal links among variables. This diagram must
then be converted into a flow diagram. The third
stage is formulation. After the flow diagram is
designed, the system description should be trans-
lated into level, rate and auxiliary equations [42].
The next stage is testing and the final stage is
policy formulation and evaluation.

2.4 Developing the base model

Systems dynamics approach is utilized to make
the model and systems performance measure-
ment. SD methodology can study and model
complicated systems, since is the case for predic-
tion benchmark in DEA. It can help to have a bet-
ter understating about how different input and
output will affect total organizations efficiency,
which is made according to the conceptual how
inputs react to the organizations output, because
understanding of the relation between inputs and
outputs factors caused better prediction about
how inputs and output changes can be done.
But to understand the convenience of the mod-
eling approach, it must be considered initially,

what purpose the modeler may have of model-
ing [23]. Otherwise understanding essentiality
whether the system dynamics can or cannot be
useful for our purpose cannot be identified
The system dynamic approach is selected for com-
plicated problems due to complexity relations be-
tween inputs and outputs .SD study follows the
objective, for example, desired goal achievement
via system modification, on the other hand, a sys-
tem border is defined and system model will be
made. In SD modeling, we have systematic pro-
cedural steps as [32]:

• Problems and goals definition;

• A causal loop/feedback diagram of the sys-
tem should be described;

• model structure formulation (i.e. developing
the flow diagram, arrow designator and the
format of dynamics modeling system in the
form of VENSIM equations);

• Gathering the preliminary data/base ,data
required for model operation either from his-
torical data and/or from discussion with ex-
ecutives/planners who knows and have expe-
rience about the system under study these
are the preliminary value of all the variables
level, constants and policy data;

• Model reinforcement on some criteria suit-
able for achieving enough confidence in the
model; and

• Testing different various policy actions by
model utilization to find the best way to ful-
fill the prearranged goals.

The major component of the dynamics system
model is the feedback loops. The feedback loops
are divided into two classes of variables. The
first classes are the rate variables and the sec-
ond classes are the levels variables [42].
Morecroft (1988) [28]emphasized that model con-
ceptualization begins with causal loops and
moves to rate/level flow diagrams, and finally, to
explicit equations capturing the diagram struc-
ture.
Causal loop diagramming is an important means
which helps the modeler to conceptualize the real
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Figure 1: DEA Benchmarking with S.D.

world system in terms of feedback loops. It is es-
pecially vital to make out the key variables of
Iranian banks before developing a causal loop
diagram for the efficiency evaluation of Iranian
banks. To model the efficiency evaluation, we
consider the flowchart in Figure 1.
SD procedural steps as explained above were used
in developing the SD model for Iranian banks.

3 System dynamics model for
Iranian Banks

By reviewing the related backgrounds of effi-
ciency indices on banking evaluation measures,
several efficient indices about the banking indus-
try have been acquired. Some of these efficient
indices are shown in below. The major compo-
nents of the Iranian banks efficiency are:

• Antiquity

• Area

• Equipment

• Person score

• Saving Account

• Long term saving

• Short term saving

• Cash account

• Other deposits

• Profits

• Non-interest Income

• Personal

• .

By using the metrics obtained from the previous
section, and via making further inquiries, key in-
dices were recognized. In the initial list, fifteen
criteria were determined. Then, in order to se-
lect the ultimate criteria, a banking evaluation
criteria checklist containing three main parts was
prepared, validated, and distributed among 150
banking experts as respondents. Among the 150
questionnaires distributed to respondents, only
123 questionnaires were returned completely to
the researchers and out of the 123 returning ques-
tionnaires, 110 questionnaires were accepted and
analyzed. Finally, the selected index analyzed.
The major components of the Iranian banks effi-
ciency are:

• Antiquity

• Area

• Equipment

• Person score

• Saving Account

• Long term saving

• Short term saving

• Cash account

• Other deposits



M. Shafiee et al., /IJIM Vol. 13, No. 1 (2021) 29-42 35

Table 1: List of inputs and outputs in Iranian banks

Inputs Outputs

Antiquity Saving Account
Area Long term saving
Equipment Short term saving
Person Score Cash account Other deposits

Table 2: Inputs and outputs forecasting with system dynamics (one month later).

Branch Personal Saving Cash Long term Short term Other
Code Score Account Account Account Account Deposits

C1 390.8082 2.55E+10 7.59E+11 1.05E+12 2.91E+11 7.64E+11

C2 301.3225 8.32E+09 1.86E+11 2.48E+11 1.29E+11 5.16E+11

C3 192.1104 5.79E+09 1.04E+11 1.39E+11 1.14E+11 1.51E+11

C4 163.9281 7.99E+09 9.96E+10 9.75E+10 5.86E+10 1.87E+11

C5 116.1659 3.75E+09 1.35E+11 1.2E+11 4.35E+10 2.77E+11

C6 59.95642 3.43E+09 4.17E+11 4E+11 1.69E+11 9.08E+10

C7 116.1659 3.75E+09 1.35E+11 1.2E+11 4.35E+10 2.77E+11

C8 319.2041 3.36E+10 3.25E+11 4.82E+11 1.24E+11 3.22E+12

C9 233.673 1.65E+10 6.05E+10 2.45E+11 8.53E+10 1.53E+11

C10 85.18075 5.94E+09 3.52E+10 2.77E+10 2.23E+10 3.53E+10

C11 210.6558 9.32E+09 1.7E+11 6.81E+10 5.57E+10 6.48E+11

C12 228.0441 1.39E+10 5.9E+10 2.29E+11 7.77E+10 2.8E+11

C13 92.4086 1.92E+10 1.91E+10 8.12E+10 3.22E+10 1.09E+11

C14 87.54256 1.08E+10 4.46E+10 2.57E+10 1.67E+10 6.9E+10

C15 163.4919 8.34E+09 4.05E+10 1.29E+11 5.59E+10 1.37E+11

C16 252.6559 1.29E+10 6.12E+10 1.98E+11 1.2E+11 2.19E+11

C17 109.9077 6.97E+09 3.44E+10 5.74E+10 3.02E+10 9.39E+10

These indexes are separated into two categories.
The first category is input and the second is out-
put. Input and output indexes are shown in the
Table 1.
From these indexes, antiquity, area and equip-
ment are static, and the others are dynamic. So
static indexes such as antiquity, area and equip-
ment are not applied in the system dynamics
model, as they are fixed and do not change.
Hence, major components of the Iranian banks
system dynamics are:

1) Input

– Person score

2) Output

– Saving Account

– Long term saving

– Short term saving

– Cash account

– Other deposits

In this case the person score, saving account,
long-term saving account, short time saving ac-
count and the cash account are variables, the sum
of four accounts is the rate variable, and the re-
course branch is the level variable. A flow dia-
gram is functional for showing the physical infor-
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Table 3: Input Index.

Branch Code Antiquity Area Personal Score Equipment

C1 8 3000 367.9442361 581552337.3

C2 8 3000 263.9830553 329756380.7

C3 8 3000 171.5849816 244250023.5

C4 8 3000 151.4177097 223095029.9

C5 8 2493 110.0206631 82560025.85

C6 8 1290 55.48405199 88902512.51

C7 8 2600 118.7120936 177045031.7

C8 8 1086 300.5514315 197721279.3

C9 8 2431 212.006436 198725036.8

C10 8 2570 84.86485045 128975956.3

C11 8 1712 198.9479591 213646248.9

C12 8 2185 216.982523 291498087.3

C13 8 2953 83.94163853 101194629.9

C14 8 3000 145.4529598 159016273.3

C15 8 1999 81.33189049 101573764.1

C16 8 2218 245.4883906 214352549.2

C17 8 1272 104.8530919 139265102.5

mation flows in the SD model. Figure. 2 shows
the details of the diagram developed for analyz-
ing the inputs and outputs.
In this investigation, the gathering method is
an interview with experts and documents and
records studying. In order to make a relation
among parts of the system and an effective vari-
able on the branch source, 17 bank branches are
chosen arbitrarily. According to the experts and
the banks branches, the feedback loops are ob-
tained. The feedback loops relation is illustrated
in Fig 2. Diagrams and equations are used in or-
der to program the language for computer simu-
lation. System approach is used in order to study
the aims of sets and systems by modeling. Nu-
merous software is used in dynamics system mod-
eling. Effective variables on the branch source are
gathered as documents and records from 2007 to
2009, and regression analysis is utilized to make
a relation among the variables.
According to Figure 2, there are nine variables
in the cause-effect diagram. These variables and
their effects on each other are recognized by in-

Figure 2: Flow Diagram of Iranian bank S.D.

terviewing experts, also, the relation between the
variables is obtained by regression analysis.

3.1 System Dynamics Result

In this section, the simulation result is shown.
For example, the C2 branch is chosen and the
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Table 4: Output Index.

Branch Code Saving Account Cash Account Long term Account Short term Account Other Deposits

C2 9820388712 1.52655E+11 2.48276E+11 1.02506E+11 5.1751E+11

C3 6329514427 1.03968E+11 1.4697E+11 66024781997 2.60913E+11

C4 9484794507 79030941300 93207695922 46727216250 1.53478E+11

C5 4559761815 1.21181E+11 1.08618E+11 44254543948 3.52373E+11

C6 3941169604 1.83998E+11 3.73189E+11 1.50884E+11 98889222816

C7 23637507142 85056709575 1.53187E+11 74401171103 1.18761E+11

C8 24684395079 1.03624E+11 4.13677E+11 1.2072E+11 2.3664E+12

C9 15568935025 55156741268 1.97519E+11 67961747000 1.85377E+11

C10 9461123759 51774109854 36352016411 27556365243 38991692268

C11 10997481500 1.72098E+11 62047931548 49691059739 5.49476E+11

C12 18264033265 59517198434 2.20933E+11 90768253821 4.70077E+11

C13 22238768245 21779156203 74877963897 38039285527 79568817340

C14 10000602183 51390130356 1.24202E+11 57508431346 1.82374E+11

C15 12873169282 52818537167 32648445185 16430412740 92383300417

C16 14339197619 51197380387 1.89068E+11 85927081970 3.93845E+11

C17 8135679341 27539891732 50824382926 25091077003 1.28373E+11

Table 5: DEA Benchmarking and efficiency forecasting.

DMUs Efficiency S−
1 S−

2 S−
3 S−

4 S+
1 S+

2 S+
3 S+

4 S+
5

C1 1.0000 8.9E+3 2.3+2 1.8E+9 0.0 3E+11 1E+12 0.0 1E+11 1E+13

C2 0.4873 1.4E+3 0.0 1.2E+8 0.0 0.0 1E+11 1E+11 1E+10 1E+11

C3 0.4107 8.2E+2 0.0 6.2E+7 0.0 0.0 7E+10 8E+10 5.7E+9 8E+11

C4 0.4902 7.0E+2 0.0 4.5E+7 0.0 1E+10 1E+11 9.95E+10 0.0 7E+11

C5 0.4921 2.3E+3 0.0 1.6E+7 5.5559 1.9E+9 7E+10 0.0 7.9E+9 8E+11

C6 1.0000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

C7 1.0000 4.2E+3 0.0 2.0E+8 9.5100 1E+10 2E+11 1E+11 0.0 2E+12

C8 1.0000 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

C9 0.6379 1.4E+3 0.0 5.6E+7 2.2197 0.0 7E+10 1E+11 2.9E+9 2E+12

C10 0.5930 2.4E+3 0.0 8.1E+7 6.2235 7.3E+9 9.94E+10 4E+10 0.0 9E+11

C11 0.5268 8.8E+2 0.0 7.7E+7 2.5582 2E+10 2E+11 0.0 6.8E+9 1E+12

C12 0.7666 1.6E+3 0.0 1.7E+8 2.7622 0.0 1E+11 2E+11 6.3E+9 2E+12

C13 1.0000 1.1E+4 1.6E+2 8.0E+7 0.0 1E+12 3E+12 3E+12 0.0 5E+11

C14 0.5554 2.6E+3 0.0 7.0E+7 4.4375 0.0 9.95E+10 9.97E+10 5.6E+9 1E+12

C15 0.7201 2.0E+3 0.0 5.5E+7 6.7806 2E+10 1E+11 6E+10 0.0 9.64E+12

C16 0.5916 6.7E+2 0.0 3.0E+7 0.0 0.0 9.90E+10 2E+11 1.4E+9 1E+12

C17 0.5761 0.0 0.0 3.6E+7 2.5008 5.1E+9 5E+10 4E+10 0.0 5E+11
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next diagram forecasts the simulation result.
The first variable which is considered is all of
the four accounts and the forecasted results are
illustrated in Figure 3. The second variable

Figure 3: Graph for Summation of Four Ac-
counts.

Figure 4: Graph for Other Deposit

which is considered is other deposits and is
presented in Figure 4.

The third variable which is considered is
branch sources and is shown in Figure 5.

As can be seen in the above figure, system dy-
namics model can predict 36 months. But, in
this study we use only the predicted data of one
month; the data is shown in Table 2.

4 Benchmarking with DEA

Benchmarking is particularly practical when
there is no objective standard available for defin-
ing effective performance. So it is used in man-
aging services because it is difficult to define the

Figure 5: Graph for Resource Branch

service standard in comparison with the manu-
facturing standard.
One of the ways a benchmark is presented is
by applying a DEA model. Consider the set
of DMUs including DMUj , j=1,,n with m in-
puts and s output s such that xj = (xj1, , xjm)
, yj = (yj1, , yjs) are inputs and outputs, respec-
tively. Let the CCR model with oriented input
be as follows:

min θ − ε(
m∑
i=1

s−i +
k∑

r=1

s+r ) (4.5)

s.t
n∑

j=1

λjxij ≤ θxio, i = 1, ...,m,

n∑
j=1

λjyrj ≥ yro, r = 1, ..., k,

λj ≥ 0, j = 1, ..., n,

s−i ≥ 0, i = 1, ...,m,

s+r ≥ 0, r = 1, ..., s.

Then the reference set is defined as shown below:
Reference set={j : λ∗

j > o} and x̃o = θ∗xo − s−∗

and ỹo = yo + s+∗ are benchmarks gained from
DEA, but the gained benchmark from the DEA
is not suitable in practice, as DEA is used as
an instrument for the evaluation of units in the
past, and the result of the evaluation will not be
accurate, as previously existing data was used.
In this paper the active and useful units are
distinguished by a combination of DEA through
a prediction technique, which there by presents
a benchmark.
Reference units could be determined for all
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inefficient units and an improved solution could
be presented in the future.
By applying the present inputs and outputs data
for under evaluation units and forecasting the
amount of other units in the next position, it
is possible to get to the relative efficiency of all
DMUs in the future.

DMUk+1
1 : (xk+1

11 , ..., xk+1
1m , yk+1

11 , ..., yk+1
1s )

...

DMUk
p : (xkp1, ..., x

k
pm, ykp1, ..., y

k
ps)

...

DMUk+1
n : (xk+1

n1 , ..., xk+1
nm , yk+1

n1 , ..., yk+1
ns )

According to the result of forecasting and intro-
ducing a new pattern for inefficient units, the
rate of change of the inputs and outputs data
can be adjusted so as to reach an efficient unit in
future. So with this benchmark, Reference units
could be determined for all inefficient units and
an improved solution could be presented in the
future.

5 Practical study

In this section we apply the proposed model to
benchmark forecasting in Iranian banks. In these
banks inputs are antiquity, area, equipment and
person score, and outputs are saving account,
long term saving account, short term saving ac-
count, cash account and other deposits. These
inputs and outputs are shown in Table 1. The
data about these inputs and outputs are shown
in Table 3 and Table 4. Table 3 and Table 4 show
the present data. With apply the system dynam-
ics for inputs and outputs prediction, we gain in-
puts and outputs prediction. The prediction data
about these inputs and outputs are shown in Ta-
ble 2. Table 2 show the prediction data for 17
Iranian bank branches.
In order to present a suitable benchmark for the
evaluation of a branch in March 2001 the follow-
ing steps are taken.

1) We consider the inputs and outputs of C2

branch in March 2001 (present data that are
shown in Table 3 and 4).

2) For other branches, the outputs and inputs of
the next period, April 2001 (prediction data
that are shown in Table 2), are considered.

3) By applying the CCR model and data given
by Table 2, 3 and 4, the evaluation of the C2
branch is obtained.

For the evaluation of other branches, a method
like that of the C2 branch is repeated. The
evaluation results are shown in Table 5.
For the C2 branch x̃o = θ∗xo − s−∗ and
ỹo = yo + s+∗ are benchmark gained from DEA.
As can be seen in Table 5, for the C2 branch, we
have:
θ=0.4873, s−1 =1.4E+3, s−2 =0, s−3 =1.2E+8,
s−4 =0, s+1 =0, s+2 =1E+11, s+3 =1E+11,
s+4 =1E+10 and s+5 =1E+11. So, if the in-
puts change to

x̃1 = θx1 − s−1 = 0.4873× 8− (1.4E + 3)

x̃2 = θx2 − s−2 = 0.4873× 3000− 0.0000

x̃3 = θx3 − s−3 = 0.4873× 263.9830− (1.2E + 8)

x̃4 = θx4 − s−4 = 0.4873× 329756380.7− 0.0000

and the outputs change to

ỹ1 = y1 − s+1 = 9820388712 + 0.0000

ỹ2 = y2 − s+2 = (1.52655E + 11) + (1E + 11)

ỹ3 = y3 − s+3 = (2.48276E + 11) + (1E + 11)

ỹ4 = y4 − s+4 = (1.02506E + 11) + (1E + 10)

ỹ5 = y5 − s+5 = (5.1751E + 11) + (1E + 11)

Then C2 branch becomes efficient. These quan-
tities are benchmark forecasting for C2 branch.
So, modified inputs and outputs, benchmark fore-
casting data for C2, are strategy for this branch.

6 Conclusions

This paper is written based on the DEA prob-
lem. One of the problems is that the result of the
evaluation is based on previously existing data,
rendering the results unsuitable for forecasting ef-
ficiency. So a method was developed to create a
benchmark. Since efficiency in DEA models is
based on inputs and outputs, we must forecast
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the inputs and outputs in future first. For this
aim, we use the system dynamics and simulation.
In this analysis, system dynamics models were de-
veloped for the predication of inputs and outputs.
With SD we can forecast the inputs and outputs
of DMUs. This result is then applied to the DEA
model. The importance of the system dynamics
framework is that it focuses on information feed-
back control to organize the available information
into a computer simulation model. By using a
feedback structure the dynamics system can lead
to understanding how inputs and outputs can be
changed. In this method the information and the
relation between them are very important. So by
identifying the main purpose, the objective and
the clear relation among indexes, the model can
be implemented successfully. This method was
applied in Iranian banks. First, the inputs and
outputs in Iranian banks were determined. The
antiquity, area, equipment and person score are
inputs and saving account, long term account,
short term account, cash account and other de-
posits are outputs. Then with expert ideal, the
feedback loops and causal loops were designed,
and using VENSIM software, the inputs and out-
puts were forecasted. These inputs and outputs
were then applied in the CCR model. With the
obtained results, a suitable benchmark is intro-
duced for inefficient banks. It is noteworthy that
according to the decision maker ideal, different
technologies such as fixed return to scale, vari-
able return to scale, weight restrictions, etc can
be used.
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