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Abstract

In this paper, we present a new mathematical model for designing a reverse logistic network. The
model is multiproduct, multilevel, and multiperiod. It minimizes transportation and facilities estab-
lishing cost, and lowers purchasing from suppliers. The price of products depends on the cost of
purchases and suppliers present different discounts on their products. Because the presented problem
belongs to Np-hard problems, we use genetic algorithm to solve it.
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1 Introduction

I
n this paper, we present a reverse logistic net-
work for returned items to minimize the cost of

returning, refurbishing, disassembling, and recy-
cling centers as well as the cost of transportation
between centers and purchasing items from exter-
nal suppliers with considering discounts on their
prices. In this paper, we consider different types
of discounts presented by suppliers. Table 1 sum-
marizes literature review on logistic and reverse
logistic models. This paper comprises five parts.
The first part is introduction. The second part
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defines the problem. Third part is allocated to
solving method and part four is a numerical ex-
ample. Finally, part five is devoted to conclusion
and further studies.

2 Problem definition

2.1 Assumptions

• If the volume of parts produced in a renewal
center is not enough, the producer must buy
them from external suppliers,

• The number of returned centers, product
centers, and recycle centers are predefined,

• The number of candidate locations for disas-
sembly, control, cleaning, and sorting centers
are predefined,

• Some products that do not need to disassem-
ble, will directly be sent to control, cleaning,
and sorting centers from returned centers,
and
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• Some products are directly sent to recycle
center.

2.2 Nomenclature

2.2.1 Indexes

I : Number of returned centers (i ∈ I),

J : Number of candidate disassembling centers
(j ∈ J),

K : Number of control, cleaning, and sorting cen-
ters (k ∈ K),

F : Number of production centers (f ∈ F ),

R : Number of recycling centers (r ∈ R),

P : Set of products (p ∈ P ),

M : Set of parts (m = 1, 2, . . . ,M),

S : Set of suppliers (s = 1, 2, . . . , S),

T : Periods (t = 1, 2, . . . , T ),

E : Discount levels (e = 1, 2, . . . , E (m, s)),

2.2.2 Parameters

Rudm: Source value used for disassembling one
unit of part type m,

RuRmk: Source value used for renewing (or
renewal) one unit of part type m in renewal
center k,

Rums : Internal source value from supplier
s for producing one unit of part type m,

MCAPmt : Maximum capacity of renewing
center of part m in time interval t,

MCAPmkt : Maximum capacity of renewing
center k for renewing part type m in time
interval t,

MCAPst : Maximum storage capacity of
supplier s in time interval t,

Cap1ipt : The capacity of returned center i
for production type p in time interval t,

Cap2jmt : The capacity of disassembling
center j for part type m in time interval t,

Cap3kmt : The capacity of control, cleaning, and
sorting center k for part type m in time interval t,

Vst : Minimum purchase value from sup-
plier s in time interval t,

UMm : Maximum recyclable percentage of
part type m,

WIms : Importance weight of supplier s for
part type m,

nmp : Number of part type m created by
disassembling one unit of product type p,

DPfmt : Demand of production center f
for part type m in time interval t,

DBrpt : Demand of recycling center r for
product type p in time interval t,

DRrmt : Demand of recycling center r for
part type m in time interval t,

CDmt : Disassembly cost of part type p in
time interval t,

Cdmt : Disposal cost of part type p in time
interval t,

CRmkt : Renovation cost for part type m
in renewal center k in time interval t,

CBmest : Cost of part type m in discount
interval e that is purchased from supplier s in
time interval t,

CRJijpt : Transportation cost of one unit
of product p from returned center i to disassem-
bling center j in time interval t,

CRRikpt : Transportation cost of one unit
of part m from returned center i to control,
cleaning, and sorting center k in time interval t,

CJRjkmt : Transportation cost of one unit
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of part m from disassembling center j to control,
cleaning, and sorting center k in time interval t,

CBRkmt : Transportation cost of one unit
of part m from recycling center r to control,
cleaning, and sorting center k in time interval t,

CPRkfmt : Transportation cost of one unit
of part m from production center f to control,
cleaning, and sorting center k in time interval t,

CJwc
jm : Fixed construction cost of disassem-

bling center j for part type m,

CRwc
mk : Fixed construction cost of control,

cleaning, and sorting center k for part type m,

Bmest : Upper discount level e from dis-
count interval of supplier s in time interval t for
part type m,

2.2.3 Decision variables

UPmest : Purchased units of part type m from
suppliers with discount level e in time interval t,

UPD2mk : Units of part type m get from
disassembly centers in time interval t,

UPRmkt : Units of part type m that are
renovated from renewal center k in time interval
t,

UPD1mt : Units of part type m that are
disposed in time interval t,

fRJijpt : Product type p flow from return
center i to disassembly center j in time interval
t,

fRRikpt : Product type p flow from return
center i to control, cleaning, and sorting center
k in time interval t,

fJRjkmt : Part type m flow from return
center i to control, cleaning, and sorting center
k in time interval t,

fJBjrmt : Part type m flow from disassem-
bly center j to recycling center r in time interval

t,

fRPkfmt : Part type m flow from control,
cleaning, and sorting center k to production
center f in time interval t,

fRBkrmt : Part type m flow from control,
cleaning, and sorting center k to recycling center
r in time interval t,

yjm : A binary variable, if the disassembly
center j for part type m construct is equal to 1,
else 0,

xmk : A binary variable, if the control, cleaning,
and sorting center k for part type m construct is
equal to 1, else 0,

ust : A binary variable for supplier s in
time interval t,

Zmest : Discount coefficient for discount levels.

3 Mathematical model

minZ =
M∑

m=1

E(m,s)∑
e=1

S∑
s=1

T∑
t=1

CBmest.UPmest

+

M∑
m=1

T∑
t=1

CDmt.UPD2mt

+
K∑
k=1

M∑
m=1

T∑
t=1

CRkmt.UPRkmt

+

M∑
m=1

T∑
t=1

CDmt.UPD1mt

+

J∑
j=1

M∑
m=1

CJwc
jm.yjm

+

K∑
k=1

M∑
m=1

CRwc
mk.xmk

+

I∑
i=1

J∑
j=1

P∑
p=1

T∑
t=1

CRJijpt.fRJijpt
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Table 1: Summarized literature review about logistic and reverse logistic models

Authors Method/Model Factors for forecasting Sector Disposition

Goh and Statistical Trippage, trip duration,
Varaprasad [6] methodology loss rate, expected Containers Reuse

useful life

Kelle and Simulation Quantitative Reusable Reuse
Silver [9] model Containers

Tokta, Discrete-time Kodak
et al. [20] distributed-lag Quantitative Camera Reuse

model

Marx-Gomez A neuro-fuzzy Quantitative Photo Remanufactured,
et al. [14] system copiers Recycling

Srivastava and Decomposition Product ownership data, life
Srivastava [18] methods and cycle of, products, sales, Electronic General

heuristics forecasted demand,
environmental policy, green indexes

Mathematical Number of devices in use,
Peralta and equations current end-of-life, Electronic Recycling
Fontanos [15] serviceable years of the product,

disposal behavior of consumers

Petri Net Product life, social
Hanafi et al. Forecasting and sales factor, Marketing Mobile General
[7] model and advertising budget, phone

Population density, Age

Liu and Transfer function, Quantitative – –
Fang [10] Noise model

Xiaofeng and Wave function Quantitative Electronic General
Tijun [21]

Efendigl et al. Artificial intelligence Demand with Durable Closed-loop
[5] approaches incomplete information consumer goods supply chain

+

I∑
i=1

K∑
k=1

P∑
p=1

T∑
t=1

CRRikpt.fRRikpt

+
J∑

j=1

K∑
k=1

M∑
m=1

T∑
t=1

CJRikmt.fJRiikmt

+

J∑
j=1

R∑
r=1

M∑
m=1

T∑
t=1

CBJjrmt.fJBjrmt

+

K∑
k=1

F∑
f=1

M∑
m=1

T∑
t=1

CPRkfmt.fRPkfmt

+

K∑
k=1

R∑
r=1

M∑
m=1

T∑
t=1

CBRkrmt.fRBkrmt (3.1)

S.t :

us.vst ≤
M∑

m=1

e(m,s)∑
e=1

Rums.UPmest

≤ us.Mcapst ∀s, t (3.2)

K∑
k=1

UPRmkt + UPD1mt = UPD2mt,

∀m, t (3.3)

Rudm.UPD2mt ≤ Mcapmt,

∀m, t (3.4)

Rurmk.UPRmKt ≤ McapmKt.XMK ,

(3.5)
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Table 1. Continue

Authors Method/Model Factors for forecasting Sector Disposition

Chen and Simplex gray forecast Quantitative House hold General
He [3] with time series model appliances

Yu et al. Logistic and material Quantitative Personal Recycling
[22] flow analysis Computers

Shih et al. Analytic network Consumer behavior, Printers Recycling
[17] process marketing mix

Potdar and Data Envelopment Consumer Electronic General
Rogers [16] Analysis behavior

Benedito and Markov Decision Product demand,
Corominas [2] model product life cycle, – Remanufactured,

return rate of end of life recycling

Clottey et al. A generalized Quantitative – Remanufactured
[4] approach

Krapp et al. Bayesian estimation Quantitative – Closed -loop
[11] techniques supply chain

Krapp et al. A generic Quantitative Electronic Closed-loop
[12] framework supply chain

Agrawal et al. Graphical evaluation Quantitative E-waste Recycling
[1] and review technique

Temur et al. [19] Fuzzy Expert Quantitative General Closed- loop
[19] system supply chain

Kumar et al. ANFIS Quantitative – Closed- loop
[13] supply chain

∀m,K, t

J∑
j=1

fRJijpt ≤ cap1ipt ∀i, p, t (3.6)

K∑
k=1

fRRikpt ≤ cap1ipt,

∀i, p, t (3.7)

K∑
k=1

fJRjkmt ≤ cap2jmt.yjm,

∀j,m, t (3.8)

R∑
r=1

fJBjrmt ≤ cap2jmt.yjm,

∀j,m, t (3.9)

R∑
r=1

fRBkrmt ≤ cap3kmt.ymk,

∀k,m, t (3.10)

F∑
f=1

fRPkfmt ≤ cap3kmt.xmk,

∀k,m, t (3.11)

K∑
k=1

UPRmkt ≤ um.UPD2mt,

∀m, t (3.12)

UPDmt ≤ (1− um) .UPD2mt,

∀m, t (3.13)

J∑
j=1

R∑
r=1

fJBjrmt ≤ nmp.

I∑
i=1

J∑
j=1

fRJijpt,

∀m, p, t (3.14)

J∑
j=1

K∑
k=1

fJRjkmt ≤ nmp.

I∑
i=1

J∑
j=1

fRJijpt,

∀m, p, t (3.15)

(3.16)



182 H. Mahmoodi et al., /IJIM Vol. 12, No. 2 (2020) 177-188

p
K∑
k=1

fJRjkmt ≥ DPfmt, ∀f,m, t

p

I∑
i=1

K∑
k=1

fRRikpt ≥
R∑

r=1

DBrpt,

∀p, t (3.17)

p
K∑
k=1

fRRkfmt ≥ DPfmt ∀f,m, t (3.18)

p
K∑
k=1

fRBkrpt ≥ DBrpt ∀r, p, t (3.19)

p

J∑
j=1

fJBjrmt ≥ DRrmt ∀r,m, t (3.20)

p

E(m,s)∑
e=1

S∑
s=1

UPmest ≥
F∑

f=1

DPfmt,

∀m, t (3.21)

Bm(e−1)st.Zmest ≤ UPmest ≤ Bmest.Zmest,

∀m, e, s, t (3.22)

p

E(m,st)∑
e=1

Zmest ≤ 1 ∀s, t (3.23)

(3.24)

Zmest ∈ {0, 1} (3.25)

(3.26)

m = 1, 2, . . . ,M ;

(3.27){
e = 1, 2, . . . , E (m, s)
s = 1, 2, . . . , S

(3.28)

(3.29)

fRJijpt, fRRikpt, fJRjkmt, fJBjrmt,

(3.30)

fRPkfmt, fRBkmt, UPmest, UPD1mt,

(3.31)

UPD2mt, UPRmkt ≥ 0

(3.32)

∀i, j, k,m, f, r, p, t (3.33)

(3.34)

yjm, xmk, ust ∈ {0, 1} , ∀j,m, k, s, t

The objective function of Equation (3.1) is to
minimize the cost of constructing centers, the cost
of activities in all centers and the transportation

cost of the parts and products between all cen-
ters. Equation (3.2) is the minimum limit of pur-
chasing from supplier and maximum capacity of
suppliers. Equation (3.3) indicates that the num-
ber of disassembled parts is equal to the num-
ber of parts that can be used again. Equations
(3.4) and (3.5) indicate that maximum capacity
of disassembly and renewal centers in time in-
terval t. Equations (3.6) and (3.7) demonstrate
that the amount of the products sent from each
return center to disassembly and control, clean-
ing, and sorting centers must be less than the ca-
pacity of the centers. Equations (3.8) and (3.9)
indicate that the number of parts sent from disas-
sembly center (if constructed) to control, clean-
ing, and sorting centers must be less than the
capacity of the centers. Equations (3.10) and
(3.11) indicate that the number of the parts sent
from control, cleaning, and sorting centers (if con-
structed) to production and recycle centers must
be less that the capacity of the centers. Equa-
tions (3.12) and (3.13) represent the maximum
acceptable percentage of reusable parts. Equa-
tions (3.14) and (3.15) are related to adjustment
flow of the parts received from disassembling the
products and nmp is the adjustment coefficient.
Equations (3.16) and (3.17) show that the de-
mand from production and recycling centers are
pulling demand. Equations (3.18) to (3.21) rep-
resent the demand of centers.

Because each supplier presents different levels
of discount, equations (3.22) and (3.23) control
the value of purchase from each supplier and the
related discount level.

4 Solving method

4.1 Genetic Algorithm

Holland [8] from Michigan University in 1975 pre-
sented the basic ideas of GA. This algorithm is
based on human genetics and its steps are as fol-
lows:

• Producing n chromosomes (each chromo-
some represent a solution) that is called ini-
tial population,

• Calculating the fitness function of each chro-
mosome,
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Table 2: Levels and optimal values of GA parameters

Parameter Low Medium High Optimum
(-1) (0) (+1) value

nPop 300 400 500 401
Pc 0.4 0.6 0.8 0.594373
Pm 0.1 0.25 0.4 0.4

• Producing the offspring by deploying three
operators:

– Crossover,

– Mutation,

– Elitism,

• Replacing the offspring with parents

4.2 Solution encoding

The problem chromosome contains 9 UPD1m×t,
UPm×e×s×t, fRJi×j×p×t, fRRi×k×p×t,
UPRm×k×t, fJRj×k×m×t, fJBj×r×m×t,
fRPk×f×m×t, and fRPk×f×m×t matrixes.
Definitions of these matrixes are matched
with definitions that are present in nomencla-
tures. The pseudo-code of Genetic algorithm is
presented in Figure 1.

4.3 Genetic Algorithm parameters
tuning

For tuning the parameters of GA, we used RSM1.
The parameters levels of GA and the optimal val-
ues of these parameters are presented in Table 2.

5 Numerical example

For solving the presented model, the parameters
were randomly generated and the values are pre-
sented in Tables 3 to 15.

Firstly we chose a small scale problem and solve
it with branch and bound algorithm in Lingo
and GA and the results were equal (the objec-
tive function of both methods are equal to 5756).
After validation of GA, 12 different large scale

1 Response Surface Methodology

Figure 1: Pseudo-code of Genetic Algorithm

Table 3: Capacity of return centers

Return Products
Centers

1 123 140 109 113

2 158 106 195 196
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Table 4: Capacity and fixed cost of disassembling centers for each part

Disassembely Fixed cost
centers Products construction
capacity

1 2 3 4 1 2

1 135 182 101 173 1 182 187

2 104 117 165 165 2 108 140

Table 5: Capacity and fixed constructing cost of control, cleaning, and sorting centers for each product

Control, cleaning, Fixed cost
and Parts construction
sorting centers

1 169 119 175 1 180 126

2 118 137 129 2 191 143

3 155 145

Table 6: Demand information of products and recycling centers

Product Part Recycle Part Recycle Product
center demand centers demand centers demand

1 12 16 1 2 3 1 11 15

15 13 2 3 14 16

2 11 14 2 5 4 2 12 13

18 15 19 5 17 11

Table 7: Transportaion cost from return centers to recycling and control, cleaning, and sorting centers

Return Disassembly Control, cleaning,
centers centers and

orting centers

1 1 8 2 8 1 7 5 2 2

9 1 1 3 7 3 8 8

2 1 10 4 7 2 5 2 2 7

8 8 4 5 3 6 4 10

problems were solved that their values of param-
eters and optimal values of objective functions are
presented in Table 16.

6 Conclusion and further stud-
ies

In this paper, we presented a reverse logistic
model to minimize system cost (including pur-
chasing the products, establishing the centers,
cost of running centers, and transportation be-
tween the centers) considering some discount
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Table 8: Transportation cost from control, cleaning, and sorting centers to production and recycling centers

Disassembly Control, cleaning, Disassembly Recycling
centers and centers centers

sorting centers

1 7 6 3 8 1 4 10 3 2

2 6 10 9 6 3 5 7

2 3 9 3 2 2 1 8 9 4

4 10 3 9 1 8 6 6

Table 9: Transportation cost from control, cleaning, and sorting centers to production and recycling centers

Control, cleaning, and Production Recycling
sorting centers centers

1 8 3 2 2 1 5 8 7

2 10 7 8 9 2 10 3

2 5 6 3 4 5 1 10 6

4 1 7 6 8 1 10 2

Table 10: Maximum capacity of renewal center k for renovating part m, maximum capacity of disassembling
centers for part m and maximum storage capacity of supplier s in time interval t

Maximum capacity Maximum Maximum
for control, Product capacity for Product storage Time
cleaning and disassembly capacity interval
sorting centers centers for supplier

1 224 224 242 1 135 151 1 3549 3549

2 212 291 295 2 140 107 2 3534 3590

Table 11: Rosource usage for renovating one part in renovation center and resource usage for demontaging
one part and resource usage of suppliers for producing one unit of parts

Resource Resource Resource consumption
consumption Renewal consumption internal of supplier
for part renewal in place for disassembling for producing Supplies
renovation place one part one part

1 57 56 1 59 1 57 78

2 54 59 2 63 2 81 93

Table 12: Information of purchaing, percentage of reusable parts, and importance weight of suppliers

Vst T UMm WIms s Nmp p

s 7 8 0.8 m 0.22 0.24 m 4 6

1 10 0.9 0.28 0.26 3 5
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Table 13: Part purchase cost from suppliers

1 2 3 4

1 30 35 38 28

31 38 37 27

2 25 34 31 29

27 34 37 21

Table 14: Cost of disassembling, disposal, and refurbishing centers

CDmt Cost of CDmt Cost of CRmkt Cost of
disassembling disposal renovation

centers centers centers

9 10 7 1 18 16 11 19

2 10 3 6 20 17 14 15

Table 15: Parameters and objective function values of 12 different solved problem using GA

Bmest

1000000 1000000 1000000 1000000 0 0 0 0

19 13 17 14 18 11 17 20

Table 16: Parameters and objective function values of 12 different solved problem using GA

M T E P S I j K R F Objective Function Value

1 3 3 3 3 3 3 3 3 3 3 66561

2 4 4 3 4 4 3 3 3 3 4 73497

3 5 5 3 4 4 3 3 3 2 5 94112

4 6 6 3 5 6 3 3 3 2 6 101946

5 7 7 3 7 7 3 3 3 2 7 125332

6 8 7 3 7 8 3 3 3 2 8 141794

7 9 9 3 9 8 3 3 3 2 9 193256

8 10 10 3 10 9 3 3 2 2 10 224661

9 11 10 3 11 9 3 3 2 2 9 254346

10 15 12 3 16 12 3 3 2 2 16 316711

11 18 18 3 16 18 3 3 2 2 18 352664

12 20 20 3 17 18 3 3 2 2 20 403449

from each supplier. Because this problem be-
longs to Np-hard problems, we used GA for solv-
ing the model and for validation of GA we used
branch and bound algorithm. For further stud-
ies, the transportation cost can be considered dif-

ferent with respect to part and products types.
Also other various types of discount may draw
the problem nearer to real conditions.
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