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Abstract

Diagnosis of covid-19 using deep learning on CT scan images can play an important role in helping
doctors. In this paper, by combining EfficientNet-B2 and vision transformers (V iT − 1− 32) neural
networks a new deep transfer learning is proposed. For evaluation, con-fusion matrix, precision,
accuracy, recall, and F1 score are used. The experimental results are 0.9838 for validation accuracy,
0.9667 for test accuracy, and 0.9839 for accuracy.

Keywords : Deep Learning; Convolutional Neural Network; CT Scan; Covid-19; Transfer Learning;
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1 Introduction

C
oronaviruses are single-stranded positive-

sense RNA viruses with a positive polarity

that infect humans and other animals. On De-

cember 31, 2019, a new strain of coronavirus

was isolated from patients with pneumonia of un-

known cause in Wuhan city and named severe

acute respiratory syndrome coronavirus (SARS-

Cov-2) by the ICTV (International Committee

on the Classification of Viruses Committee). Ac-

cording to the announcement of the World Health

Organization on March 11, 2020, Covid-19 be-

came an international concern [9, 25, 1, 26].
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Several diagnostic methods have been used for

detecting the coronavirus in clinical, research,

and public health laboratories. A diagnostic

test method should have sufficient sensitivity and

accuracy to make appropriate clinical decisions

rapidly during a pandemic [8]. Nucleic acid am-

plification by reverse transcription polymerase

chain reaction (RT-PCR) is the most widely

used method for direct SARS-CoV-2 detection

[8, 17, 19].

1.1 Diagnosis methods

While the RT-PCR and rapid test are currently

the standard way used for early diagnosis of the

disease, the sensitivity shown by these tests is not

optimal. The false positive and false negative re-

sults of these tests have increased the difficulty

of early identification and isolation of patients,

and thus caused a further delay in making deci-
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sions, and taking the proper actions [26, 8, 17].

Due to the lack of hospitalization, and getting

necessary treatments, the highly contagious na-

ture of the virus, the low sensitivity of RT-PCR

tests, as well as its time-consuming procedure, a

patient may even pass away until the diagnosis

result is determined. In addition, the highly in-

fectious nature of this virus increases the risk of

infecting more people. Therefore, rapid diagno-

sis of Covid-19 is necessary to treat and control

this disease [19]. Radiologists use X-rays, com-

puted tomography (CT), and ultrasound screen-

ing tests to confirm the presence of COVID-19.

Ground-glass opacity in the early stage and pul-

monary embolism that shows linear stabilization

in the late stage are identified as two remarkable

patterns in diagnosing the virus infection [17]. By

analyzing these images, radiologists can help doc-

tors in the early diagnosis of Covid-19 [25]. Tao et

al. reported the diagnostic significance and accu-

racy of chest CT images in RT-PCR in covid-19.

Their findings show that chest CT has a high sen-

sitivity for the diagnosis of Covid-19 [26]. On the

other hand, Guan et al. reported radiographic

abnormalities of positive cases of Covid-19 such

as interstitial abnormalities, bilateral abnormali-

ties, and ground-glass opacities in both CT and

chest X-ray images [26].

Visual diagnosis is time-consuming and labori-

ous as it requires specialized manpower and ul-

timately might not be accurate enough. Auto-

mated analysis of Covid-19 can reduce the work-

load of hospital staff by rapid diagnosis [19]. Arti-

ficial Intelligence-based solutions can be used for

the automatic detection of Covid-19 [31]. Ma-

chine learning, deep learning, and AI-based ap-

proaches have been used for the detection and

classification of various diseases. Thus, as an al-

ternative, AI-based solutions can provide efficient

solutions that can help in the automatic learning

of feature patterns from CT scan images, which

can enhance the radiologists’ decision-making

process and lead to more effective management

of the situation [17]. Although these methods

may never replace human care professionals, they

seem to be an effective solution to fight the virus.

These methods should be used as complements

to support the medical staff. New methods are

therefore required to effectively support the med-

ical manpower [16].

1.2 Convolutional Neural networks

Convolutional neural networks (CNNs) are

widely used for image analysis, which makes them

a popular approach for detecting COVID-19 from

CT or CXR images. CNN architecture mainly

consists of three types of layers including con-

volutional, pooling, and fully connected layers.

Convolution layers extract features from images

using convolution kernels. Pooling layers reduce

the resolution of feature maps based on opera-

tions such as average or max-pooling to achieve

shift-invariance, and finally, Fully-connected lay-

ers are used for classification based on obtained

feature maps from previous layers. By using sev-

eral layers, the kernels of the first convolutional

layer are used to extract the low-level features

of the image such as edges, and the subsequent

layers extract the high-level features from the im-

age. Convolution layers extract image features at

a high level. Although different methods such as

Support Vector Machine (SVM) can be used [20].

1.3 Transfer Learning

Well-labeled data in medical imaging are abun-

dant and rarely available due to the high cost

and necessary workload of radiology experts. A

couple of other alternative techniques are avail-

able for training a model efficiently on a smaller

dataset: data augmentation and transfer learning

[32].

Transfer learning is a method in which knowl-

edge gained from one domain can learn in an-

other domain. Thus, a deep neural network can

be trained on one domain with enough data, and

the obtained knowledge from that domain can be

used to train the network with little data from an-

other domain [20]. Put differently, transfer learn-

ing is a common and effective strategy to train

a network on a small dataset, where a network

is trained on an extremely large dataset, such as

ImageNet containing 1.4 million images with 1000

classes, then reused on any other task [32].
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In fact, in transfer learning, it is assumed that

the features extracted from a set with a lot of data

can be used in a smaller set with a smaller amount

of data. This portability of learned generic fea-

tures is a unique advantage of deep learning that

makes it useful in various domain tasks with small

datasets. Currently, many models pre-trained on

the ImageNet challenge dataset are available and

accessible to the public, along with their learned

kernels and weights, such as Alex Net, VGG,

ResNet, Inception, and DenseNet [32]. Using this

method may even have better results than using

human experts [20].

Two different strategies of transfer learning ex-

ist for image classification. In the first strategy,

the trained network is used to extract features,

and in the second, the same network can be well-

adjusted on the images of corona patients. The

results of using these strategies may be contradic-

tory, but in general, using transfer learning dra-

matically improves classification accuracy. Using

this method can sometimes even outperform hu-

man experts [20].

1.4 Efficient Net Architecture

To get better accuracy, the scale of ConvNets

should be increased. For example, ResNet can

be scaled up from ResNet18 to ResNet200. In

most cases, the depth or width is increased to

change the scale. There is another method that

is less commonly used, but is very popular, and

that is enlarging the models by changing the res-

olution of the images. In the models before this

model, it was used only by changing one of the di-

mensions, depth, and width or image size. While

it is possible to change the two-dimensional and

three-dimensional scale at will, this type of scal-

ing is both extremely tedious and often does not

achieve the desired accuracy and efficiency [30].

Efficient Net group consists of 8 models between

B0 and B7, and the number of calculated param-

eters does not increase as the layer of the model

increases even though the accuracy increases con-

siderably. Despite other CNN models, Efficient

Net uses a new activation function called Swish

instead of the Rectifier Linear Unit (ReLU) acti-

vation function [30].

Deep learning architectures aim to find more

efficient approaches with smaller models. Unlike

other state-of-the-art models, EfficientNet scales

the depth, width, and resolution uniformly, and

achieves more efficient results while the model is

scaled down. The first task in the hybrid scal-

ing method is to find a network to re-establish

the relationship between the different scaling di-

mensions of the base network assuming resource

constraints. Thus, a suitable scaling coefficient is

specified for depth, width, and resolution dimen-

sions, which are then applied to scale the baseline

network to the target network [2]. The hybrid

scaling method seems reasonable because if the

input image is larger, the network needs more

layers to increase the receiving field and more

channels to capture finer-grained patterns on the

larger image [30].

1.5 Vision Transformer Architecture

Vision transformers (ViT) have recently demon-

strated significant results in image processing

while requiring fewer computational resources in

comparison to other similar architectures. Based

on self-attention architectures, the transformer

has become a leading model in natural language

processing (NLP). Vision transformers, in partic-

ular, perform very well when trained on sufficient

data, outperforming state-of-the-art CNNs with

four times fewer computational resources. One of

the advantages of transformers is their computa-

tional efficiency and scalability. With these tech-

niques, models of unprecedented size, with more

than 100 billion parameters, can potentially be

trained [7].

Vision Transformer has fewer image-specific in-

duction biases such as translation equation and

location than CNN, and therefore cannot be gen-

eralized when trained on insufficient amounts of

data. ViT achieves excellent results when it is

pre-trained to a sufficient scale and transferred

to tasks with fewer data points [5].

1.6 Ensemble Methods

Neural networks are designed to recognize pat-

terns in data, and their ability to learn is very



212 M. Ghasemnezhad M.I. et al., /IJIM Vol. 15, No. 3 (2023) 209-224

high. However, there is a drawback that each

time they are trained, a different set of weights

is obtained, resulting in different predictions. To

solve this problem, a better and more successful

approach, known as ensemble approach, was pro-

posed, which trains several models instead of one

model and obtains final predictions by combining

the results of each trained model [6]. Ensemble

methods are the most effective approaches in ma-

chine learning that generally outperform individ-

ual models. But group models increase the al-

gorithmic cost and complexity of the model [29].

The Ensemble models have the following specifi-

cations:

• They build multiple and diverse predictive

models from adapted versions of the training

data with resampling or reweighting.

• The predictions of these models are com-

bined in different ways, most of the time by

normal averaging or by voting, sometimes

with their weights and sometimes without

them.

Since the idea of an ensemble method is to

build a large model class of predictions whose el-

ements are carefully selected, they may achieve a

better overall prediction [29]. Another technique

for building an ensemble model is to repeatedly

re-optimize and average the solutions. This can

be achieved by reinforcing a group of “weak learn-

ers” as your set. A weak learner is a weak model

that still describes some important features of the

data. Hence, it makes sense that compounding

over the appropriate set of weak learners produces

a strong learner. In general, there are two main

principles for generating ensemble models. First,

combining models represents a stronger model

class than a simple selection of one of them. As

a result, the weighted sum of predictions from

a set of models can achieve better performance

than individual predictions because linear combi-

nations of models produce less bias than any in-

dividual model. The predictions that the ensem-

ble models combine remain distinct because they

are based on diverse assumptions that cannot be

easily integrated, and they have different param-

eters with diverse estimates. In fact, ensemble

models only improve model selection techniques

while the models in the ensemble achieve different

predictions [29].

2 Related Work

Since the onset of COVID-19, many models based

on deep learning have been proposed to diagnose

the disease. These models are mainly trained us-

ing X-ray or CT scan images. Because this epi-

demic is ongoing and spreading at a very high

rate, there are not enough labeled radiographic

images of good quality to train a neural network.

Due to this, the data set is sparse and also highly

unbalanced in almost all the introduced models.

Therefore, most of the presented models in the

literature use transfer learning-based architecture

[17].

In [17], VGG16 and ResNet50 base models were

described and various performance improvement

techniques were discussed. This study integrated

VGG16 and ResNet50 models to present their

proposed deep learning model used for the detec-

tion of COVID-19 from CT scan images. Also,

data augmentation and various performance im-

provement techniques have been utilized to im-

prove the learning capabilities of base models.

In [19], a novel deep Convolutional Neu-

ral Network-Long Short Time Memory (CNN-

LSTM) model was presented which is trained to

extract features directly from raw data rather

than using Transfer models. For this purpose, X-

ray images (based on different categories) have

been collected from different databases. Their

study has examined seven various Scenarios of

Bacterial, Viral, COVID-19, and Healthy from

the chest X-ray imagery in 4 classes to provide

high accuracy to separate classes from each other.

The integration of the CNN and Long-Short Time

Memory (LSTM) networks can reduce feature

dimensions, and improves stability, the training

process, the speed of convergence, and detection

accuracy. In the presented model an end-to-end

classifier is used which it does not need any fea-

ture extraction or feature selection. Thus, the op-

timal features of every class are learned with the

deep CNN-LSTM model, automatically. In this
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study, five convolutional layers and three LSTM

layers are combined.

Alhudhaif, et al. [1] developed a reliable deep

CNNmodel based on a transfer learning approach

to identify the patients infected by COVID-19

pneumonia by utilizing CXIs. The generalization

of the model to minimize the possible biases and

increase the reliability of the model is the main

idea of this work, which is done by radiologists

by removing the CXIs bias. Three different pre-

trained architectures, DenseNet-201, ResNet-18,

and SqueezeNet, were used to train the model

and assessed by the calculated confusion matri-

ces. The results showed that the proposed model

can be used to classify covid19 patients in binary

form with high-performance parameters. The

model was trained and tested using real data pre-

viously confirmed by their clinical diagnosis of

pneumonia.

Suto, et al. [27] employed several deep learn-

ing classifiers such as deep neural network (DNN)

and several pre-trained CNNs like residual neu-

ral network (Res-Net50), visual geometry group

network 16 (VGG16), and inception network V3

(In-ceptionV3) for transfer learning. These mod-

els are used in many fields and image review

projects. Like the general classifier projects, in

their study for the diagnosis of Covid-19 disease,

different parameters were adjusted to obtain more

accurate results. For DNN, they considered the

batch size as 32, the number of epochs as 50,

the ‘adam’ optimizer, and the learning rate as

0.0001 with weight decay. Once again, regular-

ization was used to reduce overfitting in deep

learning models. Then, the flattened layer was

added to these pre-trained models, which flat-

tens the input to one dimension. Then, they used

a dense layer with 64 neurons, the ‘relu’ activa-

tion function, and the regularize as 0.001, respec-

tively. Before applying the dense layer and after,

a dropout is used to prevent overfitting. Finally,

three classes are defined with softmax activation

function. Therefore, one trainable layer is con-

sidered for the ResNet50 model and 62 trainable

layers for InceptionV3 [27].

For the purpose of transfer learning, Marques

et al. [16] have used the EfficientNetB4 model

with a global − average− pooling2d layer added

to it, which minimizes overfitting by reducing the

total number of parameters. In addition, a se-

quence of three dense layers with ReLu activa-

tion functions have been added. In total, a 30%

dropout rate was chosen randomly to avoid over-

fitting. Finally, an output dense layer includes

two output units in the case of binary classifica-

tion, and three output units for multi-class classi-

fication, with softmax activation function, added

to create the presented automatic detection sys-

tem.

Shome et al. [28] used the ViT L-16 model

for the initial stage of their model, which is the

“Large” variant with a patch size of 16 × 16.

The pre-trained MLP prediction block was re-

moved and a set of untrained feed-forward lay-

ers are added to form the custom MLP block.

Batch normalization is a neural network layer

that allows other layers of the model to learn

more independently. It is used to make the out-

put of the previous layers more natural and to

scale the activation in the input layer. Learn-

ing becomes more efficient when batch normal-

ization is used, and it may also be used as a

regularization to avoid overfitting the model [28].

The first dense layer consists of a Gaussian er-

ror linear unit (GELU)-based activation with 120

neurons. GELU has been widely used in revo-

lutionary transformer models, and also in vision

transformers due to its deterministic nonlinearity

that encapsulates a stochastic regularization ef-

fect, which leads to a major performance boost

in most models with complex transformer archi-

tectures. The last dense layer has the softmax

activation function, and L2 regularization is used

to minimize overfitting as much as possible.

Lee et al. [15] proposed an ensemble method

of Faster R-CNN, and achieved the best perfor-

mance in the COCO object detection challenge

in 2016 [28]. To build the ensemble detector, the

CNN models to be used must be selected first.

They proposed a model selection method based

on AP (average accuracy) vectors in order to ob-

tain the complementary benefits of each model.

The diversity between models is calculated as

the cosine distance between the category-wise AP
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Table 1: Distribution of Dataset images for training,
validation and testing.

Data Type Categories Sum
normal covid

train 861 876 1737
valid 184 188 372
test 184 188 372

Sum 1229 1252 2481

vectors. If the cosine distance between two mod-

els is greater than the threshold, the model with

higher mAP is selected and the other is discarded.

The regional proposals generated from each se-

lected model are combined into a set of regional

proposals.

3 Dataset

In this research, a dataset of 2481 lung CT scan

images including 1252 infected and 1229 healthy

cases are used [3]. From the entire set of dataset

images, 70% are used for training, 15% for test-

ing, and 15% as a validation set to avoid over-

fitting problems. The images are stored in three

separate sub-folders named Test, Valid, and Train

within the two main folders named Covid and

Normal (Table 1).

3.1 Data Augmentation

To enhance the training procedure and guaran-

tee the validity of the experiments, all the im-

ages were normalized following the pre-trained

CNN architecture standards. To accommodate

various architectures, all the images were resized

to 224 × 224 pixels [1]. Deep learning models

largely overfit an insufficient amount of data. So,

in order to have an effective network training that

can be generalized well, we need a large amount

of data. Data augmentation refers to generating

new data using existing data [13]. Also, the train-

ing dataset was enhanced by performing random

horizontal and vertical rotation (0-180 degrees)

along with random cropping and resizing (224 ×
224). A sample of the generated images is shown

in Figure 1.

4 Methodology

4.1 Model Implementation

In the case of computer vision, transfer learning

can save a considerable amount of time required

for building an accurate model. Using a learned

model obtained while solving other problems can

be a more efficient way than building a new ideal

model from scratch, as it may involve multiple

complexities. This way, the previous learning ex-

perience of the model can be transferred to the

current model architecture.

In this study, instead of building a model

from scratch, pre-trained models and transfer

learning were used. First, the EfficientNet-B2

model was implemented with pre-trained weights.

Then, considering the number of categories de-

fined in this re-search (0 for infected and 1 for

healthy), the number 1 was replaced with the out-

put value of the last layer of the model linear func-

tion: Linear(in-features=1408, out-features)=1,

bias=True)).

After the model was trained with the appro-

priate number of epoches and the results were

recorded, in the next step, the V iT − l−32 model

was entered and changed exactly like the previous

model (Linear(in-features=1024, out-features=1,

bias= True)) and the previous tests were repeated

on this model. Finally, to achieve the final goal

of building a new model, both previously tested

models were implemented in a separate code set,

and the output of the last layer of both models

was locked by the Identity() module. Then a new

model was created and within this new model the

previous models were called as model modules.

The output of these two models was combined

using the torch.cat() function. Given that the

EfficientNet-B2 model delivers 1408 features and

the V iT − l − 32 model delivers 1024 features as

output, in the last layer of the new model (linear

layer), the number of input and output features

of the function are considered 2432 and 1, respec-

tively. The schematic of the designed model is

displayed in Figure 2.

The model is implemented by Python version 3

using PyTorch library. PyTorch is a Python sup-

ported library for building deep-learning models.
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Figure 1: Example of CT scan images used to train the proposed model. The images of a healthy lung are
labeled 1 and the lung of a Covid-19 patient is labeled 0.

Unlike Keras, PyTorch is flexible and gives the

developer more control and has faster GPU ac-

celeration. It also provides an uncomplicated way

to switch computations between CPU and GPU.

Moreover, due to the hardware limitations, all

the steps of this study were implemented on

Google Colaboratory, which is widely known as

Google Colab. The Google Colab provides 12 GB

of RAM and 358 GB of hard disk space at a time.

4.2 Parameter Setting

As mentioned earlier, to train the network, a set

of parameters and meta-parameters must be set.

In this paper, to compare the performance of the

proposed model with two basic transfer learning

models, all parameters were set the same for all

models. The parameters are as follows:

Batch Size. Deep networks are large by design,

and the training process requires large amounts

of data. Therefore, implementations typically di-

vide the training set into a (potentially large) se-

ries of batches of some fixed size. During a train-

ing process, each category is processed in the or-

der. However, training samples in a batch are

likely to be processed in parallel. On the one

hand, groups with small sizes seem desirable due

to their tendency to converge in fewer rounds.

On the other hand, large batch sizes offer more

data parallelism which in turn improves compu-

tational efficiency and scalability [4]. Using a

moderate batch size helps to achieve a smoother

learning process for the model. A batch size of 32

or 64 provides a smooth learning curve in most

cases, regardless of dataset size and the number

of samples. Even if your hardware environment

has large RAM to accommodate a larger batch

size, most studies still recommend a size of 32

or 64 [27, 18]. In this study, due to the limita-

tion of the hardware provided by Google Club,

the number 32 was considered for the batch size

parameter.

Loss Function. Deep learning algorithms use

the stochastic gradient descent approach for op-

timization and target learning. To learn a target

more accurately and faster, we need to ensure

that our mathematical representation of the tar-
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Figure 2: Schematic Diagram of the Proposed Model.

gets, also known as loss functions, is able to cover

even edge cases. The introduction of loss func-

tions in machine learning has traditional roots,

for example, binary cross-entropy is derived from

the Bernoulli distribution, and stratified cross-

entropy is derived from the polynomial distribu-

tion [14]. In this study, the loss function BCE-

WITHLOGITSLOSS() is used, this loss function

actually combines a sigmoid function layer and

the BCEloss() loss function in a single class. This

version is numerically more stable than using a

simple Sigmoid followed by a BCEloss, as we use

the log-sum-exp trick for numerical stability by

combining the operations in one layer [21].

Optimization Algorithm. The role of an op-

timizer is to update the weight parameters and

then minimize the error function or loss function,

where the error is the difference between the ac-

tual value and the predicted value. To accom-

plish this, we run many iterations with various

weights. Selecting an optimizer for training the

network is a challenging task. Deep learning uses

an iterative rule. It uses multiple parameters to

tune or techniques to analyze data. It is essential

to be able to train models quickly to complete

the iterative cycle quickly to increase prediction

accuracy and speed [10].

In this paper, three optimizers: stochastic gra-

dient descent (SGD), adaptive gradient (Ada-

Grad), and adaptive moment estimation (Adam)

were tested for training, validation, and testing,

and finally, by comparing the results obtained in

different conditions and states, Adam’s optimizer

was selected for final testing.

Adam is an optimization algorithm that can be

used instead of stochastic gradient descent to up-

date network weights. This technique computes

adaptive learning rates for each parameter. Ad-

ditionally, Adam keeps an exponentially decaying

average of past gradients similar to momentum.

Adam is a popular algorithm in the field of deep

learning because it achieves good results quickly

[22].

Learning Rate. The learning rate (LR) which is

defined in the framework of the optimization algo-

rithm, determines the length of each step or, put

simply, the number of updates of the weights in

each iteration [18]. The learning rate is certainly
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the most important meta-parameter that has a

major impact on the performance of the model.

In fact, the learning rate indicates the size of the

step that gradient descent takes toward the local

optimum. A very small learning rate makes the

training time long. On the contrary, too large a

learning rate makes the model not converge [11].

In the case of Adam’s optimizer, the default value

is 0.001, which is an excellent choice for most sce-

narios [18]. In this study, the default value of

0.001 was used.

Number of Epochs. Providing a complete

set of samples to the network is called an epoch.

Therefore, the number of epochs is a measure

of the number of times a complete set of input

vectors has been presented to the network. A

group of samples presented for training purposes

is called a training set. In most cases, the train-

ing sets are presented in a random order, which

varies from epoch to epoch. The relative success

or failure of a neural network often depends on

the preparation of the input vectors. All weights

are simultaneously adjusted at the end of each pe-

riod based on the error factors in each layer. The

weights can be initially assigned random values.

However, if some insights are available regard-

ing a particular application, this information can

be reflected through an appropriate choice of ini-

tial weights. Although the formation of the ini-

tial map occurs quickly, it may take many cycles

to reach final convergence during the experiment

[23]. Sometimes, just increasing the number of

epochs to train the model provides better results,

although this comes at the cost of increased com-

putation and training time [18].

In this paper, the training of models with the

values of 10, 20, 30, 50, and 100 epochs was

tested. By increasing the length of the train-

ing up to 50 epochs, although more time is spent

on training, the validity of the obtained results

was higher. However, the results obtained in 100

epochs were not much different from 50 epochs.

Finally, using the training length, 50 epochs were

considered for conducting the final tests.

4.3 Evaluation Criteria

To evaluate the performance of the used models,

Confusion matrix, precision, accuracy, recall, and

F1 score have been used [25, 17, 31, 24].

The confusion matrix shows the number of cor-

rect and incorrect predictions that are summa-

rized with count values and broken down by each

class. TP shows the correctly detected positives.

TN shows false positives. FN is used for cor-

rectly detected negatives, and finally, FP is used

for false positives.

Accuracy shows to what degree the model cor-

rectly predicts the output. Using the accuracy

value, you can immediately see if the model is

trained correctly or not and how efficient it is in

general (Eq. 4.1).

Accuracy =
(TP + TN)

(TP + FP + TN + FN)
(4.1)

Precision shows how true the result is when the

result is predicted as positive. When the value of

false positives is high, the precision criterion will

be a suitable criterion (Eq. 4.2).

Precision =
TP

TP + FP
(4.2)

When the value of false negatives is high, the Re-

call criterion would be suitable. When a model

has a low recall value, it means that this model

considers many infected people as healthy which

is not pleasant (Eq. 4.3).

Recall =
TP

TP + FN
(4.3)

F1 score is a suitable measure to evaluate the

accuracy of a test. This measure reflects both

the Precision and Recall values. In an uneven

class distribution, F1 score would be more useful

(Eq. 4.4).

F1 =
2× (Precision×Recall)

(Precision+Recall)
(4.4)

5 Results and Discussion

In this paper, to avoid overfitting the model, the

validation accuracy value of each epoch was com-

pared with the value of the previous epoch and
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the highest validation value was saved in a file,

then the stored model was called to run the test

function and the folder images were validated.

Due to saving the best validation accuracy, there

is no need to use the early stop function. Also,

to reach a fair approximation, each of the base

models and the proposed models were trained

three times, 50 epochs, and then, based on the

above-mentioned evaluation criteria, the average

results of each model were compared once sepa-

rately, and then all together.

In each round, the training was validated using

the Train, and Valid folder images and the high-

est obtained amount was recorded for validation

accuracy. To test the performance of the model,

the saved model was called and tested with the

images of the Test folder, which included 188 lung

images of infected people and 184 lung images of

healthy people. The results are shown in Tables

2 to 5.

The confusion matrices (a) to (c) (Figure

3) represent the first to third round of the

EfficientNet-B2 model, (d) to (f) the V iT − l−32

model, and (g) to (i) the proposed model. In the

first round (a), 4 out of 188 Covid (i.e., infected

people) images, and 13 out of 184 healthy images

were incorrectly diagnosed. The incorrect diag-

noses were 4 Covid and 3 healthy images for the

second round (b), and only 2 Covid and 6 healthy

images in the third round. In the first round

of the next model (d), 9 Covid and 44 healthy

images were classified. The incorrect diagnoses

were 90 Covid, and 100 healthy images in the

second round (e), and in the third run (f), while

only 47 Covid images were correctly recognized,

52 healthy images were incorrectly classified as

Covid. In the first round of the proposed model

(g), only 13 healthy images have been detected

incorrectly, and all the Covid images have been

correctly classified. In the second round (h), the

number of incorrect diagnoses was 2 for Covid

and 5 for healthy images. Finally, in the third

round (i), only one covid and 8 healthy images

were misdiagnosed.

Figures 4, 5, and 6 display the accuracy of

training and validation, and the loss of training

and validation obtained during the training pro-

cess (three times and 50 rounds each time) for

EfficientNet-B2, V iT − l − 32, and the proposed

model, respectively. The validation accuracy of

each training round is compared with the previ-

ous rounds and the highest value is recorded. The

average validation accuracy for the EfficientNet-

B2 model was 96%, for the V iT−l−32 model was

70%, and for the proposed model was 98%, which

means that the proposed model has the poten-

tial to achieve excellent performance. It is worth

mentioning that the experiments show a tendency

to lose oscillatory instability, which might be due

to the small batch size and the number of datasets

[33].

6 Conclusion and Future Work

When many patients are hospitalized, doctors

and healthcare workers may not be able to take

appropriate measures. However, if Covid-19 cases

are detected early, isolation from the community

and prompt access to possible treatments can

greatly reduce the rate of transmission of Covid-

19. An appropriate tool is therefore required to

detect positive and negative cases of Covid-19 in

a more feasible way [2]. The current research

suggests a deep learning model built from the

combination of two pre-trained transfer learning

models, EfficientNet-b2 and V iT − l − 32, to di-

agnose Covid-19 infection from CT scan images

of people’s lungs. The average results obtained

after three times training were as follows: valida-

tion accuracy of 98.38%, the overall accuracy of

97.39%. Moreover, for the Covid class, the Pre-

cision of 95.6%, recall of 99.46%, and 97.48% for

the F1 score, and for the healthy class, the Pre-

cision of 99.44%, recall of 95.28% and 97.30% for

the F1 score were obtained. Implementing this

model can significantly improve the speed and

accuracy of diagnosis while reducing treatment

costs. Moreover, this tool can support radiolo-

gists in making quick diagnoses. Meanwhile, the

use of this method in hospitals can significantly

increase productivity and help save the costs of

treating patients for hospitals.

One of the main challenges in this research

and in testing the proposed model was finding
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Table 2: Results of Efficient Net-B2 model training.

Class Evaluation Criteria First Second Third Average

All best-valid-accuracy 0.9811 0.9354 0.9677 0.9614
test-accuracy 0.9500 0.9500 0.9500 0.9500
Accuracy 0.9543 0.9811 0.9784 0.9712

covid Precision 0.9340 0.9839 0.9687 0.9622
Recall 0.9787 0.9787 0.9893 0.9822
F1-score 0.9558 0.9813 0.9789 0.9720

normal Precision 0.9771 0.9783 0.9888 0.9814
Recall 0.9293 0.9836 0.9673 0.9600
F1-score 0.9526 0.9810 0.9780 0.9705

Table 3: ViT-l-32 model training results.

Class Evaluation Criteria First Second Third Average

All best-valid-accuracy 0.9543 0.6317 0.5376 0.7078
test-accuracy 0.8500 0.7500 0.4500 0.6833
Accuracy 0.8575 0.4892 0.4811 0.6092

covid Precision 0.9543 0.4949 0.4747 0.5907
Recall 0.9521 0.5212 0.2500 0.5744
F1-score 0.8710 0.5077 0.3275 0.5687

normal Precision 0.9395 0.4827 0.4835 0.6352
Recall 0.7608 0.4565 0.7173 0.6448
F1-score 0.8408 0.4692 0.5776 0.6292

Table 4: Training results of the proposed model.

Class Evaluation Criteria First Second Third Average

All best-valid-accuracy 0.9784 0.9865 0.9865 0.9838
test-accuracy 0.9500 1.00 0.9500 0.9667
Accuracy 0.9650 0.9811 0.9758 0.9739

covid Precision 0.9353 0.9738 0.9589 0.9560
Recall 1.00 0.9893 0.9946 0.9946
F1-score 0.9665 0.9815 0.9765 0.9748

normal Precision 1.00 0.9889 0.9943 0.9944
Recall 0.9293 0.9728 0.9565 0.9528
F1-score 0.9633 0.9808 0.9750 0.9730

Table 5: Average results for base and proposed model.

Class Evaluation Criteria EffcienNet-B2 ViT-l-32 Proposed Model

All best-valid-accuracy 0.9614 0.7078 0.9838
test-accuracy 0.9500 0.6833 0.9667
Accuracy 0.9712 0.6092 0.9739

covid Precision 0.9622 0.5907 0.9560
Recall 0.9822 0.5744 0.9946
F1-score 0.9720 0.5687 0.9748

normal Precision 0.9714 0.6352 0.9944
Recall 0.9600 0.6448 0.9528
F1-score 0.9705 0.6292 0.9730
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Figure 3: Confusion Matrix; a-c Efficient-B2, d-f: ViT-I-32, g-I: the proposed Model.

Figure 4: Accuracy and loss diagrams related to EfficientNet model a: first run, b: second run and c: third
run.
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Figure 5: Diagrams of accuracy and loss related to ViT-l-32 model a: first run, b: second run and c: third
run.

Figure 6: Accuracy and loss diagrams related to the proposed model. a: first run, b: second run and c: third
run.
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numerous high-quality training images. Collect-

ing large amounts of high-quality data can enable

the learning of diverse and higher-order features

and reduce generalization errors, which can speed

up the research and development process. Em-

ploying various combinations of transfer learning

models can improve the learning performance of

the model. The model can also be developed to

apply for processing the MRI, X-ray, and ultra-

sound images in addition to the CT scan images.
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