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Abstract 

     The non-differentiability and implicit definition of boundary of production possibility set (PPS) in 

data envelopment analysis (DEA) are two important difficulties for obtaining directional 

characteristics, including different elasticity measures and marginal rates of substitution. Also, 

imposing weight restrictions in DEA models have some shortcomings and misunderstandings. In this 

paper we utilize the  core concept of directional derivative theorem to calculate different elasticity 

measures in DEA models with weight restrictions. Some theorems have been proved in order to 

overcome the problem. 
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1. Introduction 

DEA is a mathematical programming 

approach to the assessment of efficiency of 

decision making units (DMUs). The DEA 

methodology makes use of a pair of dual linear 

programs referred to as the multiplier and 

envelopment models (Cooper, Seifrod and 

Tone, 2007, Charnes, Cooper and Rhodes, 

1978). 

Different weight restrictions are often imposed 

in multiplier DEA models, to incorporate 

additional information and better 

discrimination on the resulting efficiency 

scores (Podinovski, 2004 and 2005). Also, 

different problems can be occurred using 

weight restrictions in DEA models such as 

infeasibility of models and zero or negative 

value of efficiency (Podinovski, 2013). 

Directional characteristics of efficient frontiers 

are important for the analysis production 

technologies. If the frontier is smooth, the 

partial derivatives of the production 

transformation function that defines the 

efficient frontier can be used for the 

calculation of various efficient frontiers. In 

practical applications of DEA, production 

technologies are modeled by polyhedral sets 

that envelop the observed production units 

(DMUs). Because the efficient frontiers of 

DEA are generally not smooth, the classical 

concepts of elasticity measures cannot be 

directly applied to their analysis. The concept 

of directional derivatives has been utilized to 

overcome the abovementioned problem 

(Podinovski, 2013). 

In this paper we utilize the concept of directional 

derivatives to obtain different elasticity 

measures in DEA models with weight 

restrictions. The approach developed in this 

paper leads to a complete analytical solution 

for the problem of calculating elasticity 

measures. Different class of elasticity 

measures has been considered that represent 

the response of any output or input bundle to 

marginal changes of any mixed input and 

output bundle, at any point of the efficient 

frontier. 

The rest of paper, is as follows: Section 2 

considers some preliminaries. Scale elasticity 

for output sets has been investigated in section 

3. Section 4 provides scale elasticity for input 

sets. A numerical example has been 

demonstrated in section 5. 

2. Preliminaries 

Consider the variable returns to scale (VRS) 

technology with m inputs and s  outputs. Let 

I  be set of all inputs and O  the set of all 

outputs. Observed units are denoted 

njYX jj ,...,1),,(  ,  where }0{\m
j RX  and 

}0{\s
j RY  are its input and output vectors, 

respectively. Let X  and Y  be the nm and 

ns  matrices whose columns are, 

respectively, the input and output vectors jX  

and jY , j=1,…,n. Also, throughout this paper 

we assume that all inputs and outputs can be 

divided into three disjoint sets: A , B and C , 

and we investigate the response of the factors 

included in the set B  to marginal changes of 

the factors in set A  under the assumption that 

the factors in set C remain constant.  
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DEA multiplier models are stated in terms of 

vectors of output and input weights 
sRu   and 

mRv  , respectively. Weight restrictions are 

additional constraints on vectors u  and v  that 

may be incorporated in such models. Below 

we consider weight restrictions that can be 

considered as follows: 

)1(  .,...1,0 KtPvQu t
t

t
t   

where 
s

t RQ  and
m

t RP 
are constant 

vectors whose components can be positive, 

negative, or zero.  Weight restrictions are 

referred to as homogeneous because the 

constant on the right- hand side is zero. Also, 

the VRS technology with weight restrictions 

can be considered as follows (Podinovski, 

2004):   

)2(},...,1,0,0,1,

,),{(

1

1

KteP

YYPXXYXT

t

k

t

tt

k

t

ttToVRS



















 

Now any unit TOVRSoo TYX ),( can be 

represented as follows: 

)3(      ),,,,(),( C
o

B
o

A
o

C
o

A
ooo YYYXXYX   

where the superscripts indicate the sub-vectors 

of oX and oY corresponding to the sets A , B

and C . Assuming that the sub-vector of 

outputs 
B

oY has at least one strictly positive 

component, let us consider the largest amount 

of   of the output bundle 
B

oY that can be 

produced in technology TOVRST  , given the 

amount   of the mixed bundle ),( A
o

A
o YX , 

under the condition that the remaining inputs 

C
oX and outputs 

C
oY do not change. This leads 

to the following output response function: 

  )4(  ),,,,(  max)( TOVRS
C

o
B

o
A

o
C
o

A
o TYYYXX  

It is trivial that the domain of )( includes 

1 and it can be bounded or unbounded. 

Without loss of generality we can assume that 

the unit ),( oo YX  is efficient and therefore 

.1)1(    

Definition 1. (Podinovski, 2010) Assume that 

the function )( is differentiable at 1 . 

Then the elasticity of response of the output 

bundle 
B

oY
with respect to the mixed bundle 

),( A

o

A

o YX
is 

)5()1(),(,  ooBA YX

 

The Definition 1 is an extension of definition 

made by Hanoch, (1970). Utilizing the implicit 

function theorem, the efficient frontier can be 

defined by function 0),(  YX . 

3. Scale elasticity for output sets 

The extension of elasticity ),(, ooBA YX to 

TOVRST   leads us to achieve a new model for 

obtaining the elasticity measure in the case 

which weight restrictions are considered in 

technology. By restating (4), the output 

response function )( can be achieved by 

the following linear programming: 

)6(max)(  

,..
1

A
o

k

t

A
tt

A XPXts  

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,
1

C
o

k

t

C
tt

C XPX 
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  

,
1

A
o

k

t

A
tt

A YQY   
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,0
1

 


B
o

k

t

B
tt

B YQY   

,
1

C
o

k

t

C
tt

C YQY  


  

,,...,1,0,,1 kte t    

.signinfree  

where 
AX  and 

CX are the rows of matrix X

corresponding to bundle sets of input A and 

C , 
AY ,

BY and 
CY are the rows of matrix Y

corresponding to bundle sets of output A , B

and C , 
A

tP and 
C

tP are the rows of matrix tP

corresponding to bundle sets of input A and 

C , and  
A

tQ ,
B

tQ and 
C

tQ are the rows of 

matrix tQ corresponding to bundle sets of 

output A , B and C . Also, the dual problem of 

model (6) for 1   is as follows:  

,min)1( o
C

o
CC

o
AC

o
CA

o
A YYXX  

(7) 

,0..  eYXvts o  

,1B
o

BY  

,,...,1,0 ktQPv tt    

,0),(  CA vvv  

,0),,(  CBA   

.0 signinfree  

Theorem 1.  

a ) If the function )( is defined in some 

right (left) neighborhood of 1 , then it has 

a finite right- hand (respectively, left-hand) 

derivative, which can be calculate as follows: 

)8(),(min)1( A
o

AA
o

A YXv  
  

,),,(.. 0 vts  

And, 

)9(),(max)1( A
o

AA
o

A YXv  
  

,),,(.. 0 vts  

b) If the function )( is undefined in some 

right (left) neighborhood of 1 (that is, the 

required right (left) neighborhood of  1  

does not exist) and ,,...,1,0 KtQA

t  then 

the objective function in (8) and (9) is 

unbounded (The set   is the set of all optimal 

solutions of model (7)).  

Proof. To prove (a), the function )( can be 

considered as a function )(Z of the vector 

1)1,,0,,,(  smC

o

A

o

C

o

A

o RYYXXZ  on 

the right-hand side of (6). Then )1(
 is equal to 

the directional derivative of the function )(Z

taken at
1)1,,0,,,(ˆ  smC

o
A

o
C
o

A
o RYYXXZ   

in the direction 1)0,0,0,,0,(ˆ  smA
o

A
o RYXd , 

provided one of the two derivatives exists: 

).d̂;Ẑ(
)Ẑ()d̂Ẑ(

lim

1

)1()(
lim)1(

0

1

















 

Similarly, )ˆ;ˆ()1( dZ 
 . By 

reformulation of Theorem 2.2 in Shapiro 

(1979), the directional derivatives of )(Z  at 
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Ẑ exist and   wdwdZ ˆmin)ˆ;ˆ( ,

  wdwdZ )ˆ(min)ˆ;ˆ(  

This completes the proof of part (a) 

(Podinovski, 2010) . 

To prove (b), assume that )( is undefined 

to the right of  1 . We know that set A has 

at least one non-zero output. Also, the problem 

(8) has the same constraints as (7) and 

additional condition: 

1 o
C

o
CC

o
AC

o
CA

o
A YYXX  . 

Suppose that, contrary to Theorem 1, program 

(8) has a finite optimal solution. Then its dual 

is feasible: 

)10(max    

,..
1

A
o

k

t

A
tt

A
o

A XPXXts  


  

,0
1
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

k

t

C
tt

C
o

C PXX   

,
1

A
o

k

t

A
tt

A
o

A YQYY  


  

,0
1

 


B
o

k

t

B
tt

B YQY   

,0
1

 


k

t

C
tt

C
o

C QYY   

,,...,1,0,,1 kte t    

., signinfree  

Since 0 we have 0 . If 0 then 

equality 1e implies that 0 and 

since ,,...,1,0 KtQA

t   from the third 

constraint of model (10), we have 0A

oY , 

which is impossible. Therefore, 0 . By 

dividing the constraints of (10) to 0 , and 

rearranging the variables as follows: 









1
1,

~
     and     




 
~

.  

This means that the unit

TOVRS

C

o

B

o

A

o

C

o

A

o TYYYXX ),,,,(  . Thus, 

the assumption that )( is undefined to the 

right of 1 is incorrect. Therefore, (8) 

cannot have a finite optimal solution. This 

completes the proof. 

Utilizing Theorem 1the right-hand and left-

hand elasticities can be defined by the 

following statements: 

)11()1(),(, 
   ooBA YX

)12()1(),(, 
   ooBA YX

 

The equations (8) and (9) imply

),(),( ,, ooBAooBA YXYX    . 

4. Scale elasticity for input sets 

By considering TOVRSoo TYX ),(  and 

discovering the elasticity of response of its 

input bundle 
B

oX  to its mixed bundle 

),( 0

A

o

A YX while the remaining inputs and 

outputs are unchanged the following input 

response function can be achieved: 

 TOVRS
C

o
A

o
C
o

B
o

A
o TYYXXX  ),,,,(0min)(ˆ   

(13) 

As before, again consider that the unit

TOVRSoo TYX ),( is efficient. It means that 

TOVRSoo TYX ),( is on the boundary of 

efficient frontier and thus, 1)1(ˆ  .  
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Definition 2. (Podinovski, 2010) Assume that 

the function )(ˆ  is differentiable at 1 . 

Then the elasticity of response of the input 

bundle 
B

oX with respect to the mixed bundle 

),( A

o

A

o YX is 

)14()1(ˆ),(,  ooBA YX

 

By restating (14), the input response function 

)(ˆ  can be obtained by the following linear 

programming: 

 

)15(min)(ˆ  

,..
1

A
o

k

t

A
tt
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.signinfree  

The dual of model (15) for 1  is as follows: 

,max)1(ˆ
o

C
o

CC
o

AC
o

CA
o

A YYXX  

(16) 

,0..  eYXvts o  

,1B
o

B Xv  

,,...,1,0 ktQPv tt    

,0),,(  CBA vvvv  

,0),(  CA   

.0 signinfree  

Theorem 2. 

a ) If the function )(ˆ  is defined in some 

right (left) neighborhood of 1 , then it has 

a finite right- hand (respectively, left-hand) 

derivative, which can be calculate as follows: 

)17(),(max)1(ˆ A

o

AA

o

A YXv  


,),,(.. 0 vts  

And, 

)18(),(min)1(ˆ A

o

AA

o

A YXv  


,),,(.. 0 vts  

b) If the function )(ˆ  is undefined in some 

right (left) neighborhood of 1 (that is, the 

required right (left) neighborhood of  1  

does not exist) and ,,...,1,0 KtP A

t  then 

the objective function in (17) and (18) is 

unbounded. 

Proof. The proof is similar to the proof of 

Theorem 1 and omitted. 

This leads to the following right-hand and left-

hand elasticities: 

)19()1(ˆ),(, 
   ooBA YX

 

)20()1(ˆ),(, 
   ooBA YX

 

5.Numerical example 

Consider two DMUs, with one input and one 

output that data are listed in Table 1. The 

frontier of VRS technology before and after 

imposing weight restriction 02  vu  can be 

seen in Fig. 1.  
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Table1. Data of Example 1. 

 Input Output 

M 7 3 

N 5 1 

 

The second and third columns of Table 2 show 

the one-sided elasticity measures without 

weight restrictions and the third and forth 

columns of Table 2 indicates the one-sided 

elasticity measures with weight restrictions 

(models (8) and (9)). Note that in both cases 

IA  and OB  . For example the model (8) 

for unit M  is as follows: 

.,0,

,02

,17

,13

,037

,05..

7min)1(
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0

0

0

signinfreev

v

v

v

vts
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


















 

As can be seen in Table 2, the left-hand 

elasticity of unit M has been changed after 

imposing weight restrictions, although the 

right-hand elasticity has not been changed. But 

for unit N  the problem is completely different 

because the extreme efficient unit N is not an 

extreme efficient unit after imposing weight 

restrictions. Therefore, models (8) and (9) are 

infeasible.   

Table 2. Result of Example 1. 

 


OI ,  


OI ,  


OI ,  


OI ,  

M Undefined 5 infeasibility Infeasibility 

N 1.4 0 1.166 0 

 

    Output 

 

 

                                     M    
 

   N  

 

                                                                               Input 

Figure 1. PPS of Example 1. 

 

6. Conclusion 

In this paper, differential characteristics of 

efficient frontier of PPS with weight restriction 

have been investigated. We utilize the core 

concept of directional derivative to obtain a 

linear programming problem for achieving the 

right-hand and left-hand derivative of 

boundary units. In actual fact, it becomes 

easier to understand and to prove the basic 

concepts of scale elasticity. We hope that the 

concept of this paper will be a great value and 

significance to the readers. 
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