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  Using ion-sensitive field effect transistor (ISFET) sensors is one of the most prominent signal detection and 

measurement methods for various analytes and biomarkers. Here the history of the ISFET sensors and their 

general operations are reviewed. Because of the extreme importance of gate performance and structure in 

sensitivity, price, reusability, durability, and stability of ISFET sensors, the gate materials and structures have 

been the subject of many studies. In addition, the importance of gate materials in ISFET sensor readout 

methods is reviewed here. The applications of ISFET as super biosensors with high sensitivity, easy 

manufacturing methods, sufficient stability, and cost-effectiveness in measuring ions, DNA, biomarkers, and 

analytes based on enzyme activity, are highlighted. Finally, the importance and advantage of using ISFET 

sensors with bioactive nanomaterial layers are emphasized, and future studies of these sensors, based on our 

point of view, are discussed. 
 

 

 

 

 

 

 

ABTS 2, 2-azino-bis 3-ethylbenzothiazoline-6-sulphonic acid 

ABTES 3-aminopropyltriethoxysilane 

AChE  Acetylcholinesterase  

BSA Bovine serum albumin 

API Active pharmaceutical ingredients 

Cpy Chlorpyrifos  

CMOS Complementary metal-oxide semiconductor 

CVCC Constant-Voltage, Constant-Current 

C-PPy Carboxylated polypyrrole 

DG Double-gate 

DG-CNT-ISFET Dual-gate carbon nanotube ISFET 

DNA Deoxyribonucleic acid 

 

ABSTRACT 

KEYWORDS 

ISFET sensor; Gate materials; Biosensor; Enzymatic ISFET assay. 



 

S. S. Nemati, et al. Recent advances in ISFET-based biosensors for the detection … 

 

2 

EG-ISFET Extended-gate ISFET 

ENFET Enzyme based ISFETs 

FET Field effect transistor 

F-rGO Fluorinated-reduced graphene oxide 

IDS Drain-source current 

ITO Indium tin oxide 

ISFET Ion-sensitive field effect transistor 

IUPAC International Union of Pure and Applied Chemistry 

GFET Graphene field effect transistors 

HLA Human leukocyte antigen 

HRP Horseradish peroxidase 

JFET Junction FET 

JF-ED-TFET Junction-free tunneling field-effect-based biosensor 

MHC Major histocompatibility complex 

MESFET Metal-semiconductor FET 

MOSFET Metal- oxide-semiconductor FET 

MICA MHC associated with class I related chain A 

LAMP Loop-mediated isothermal amplification 

LOD Limit of detection 

PBSE 1-pyrenebutanoic acid succinimidyl ester 

rCV-N Recombinant cyanovirin-N 

SOI-DG ISFET Silicon-on-insulator dual-gate ISFET 

Si NW Silicon nanowire 

SGGT Solution-gated graphene transistors 

VDS Drain-source voltage 

UT Ultrathin body 

 

 

 

I. INTRODUCTION 

 

Ultra-sensitive biosensors equipped with 

nanotechnology have the potential for early and 

accurate medical and genetic diagnosis. With 

the development of different sensory methods, 

academic researchers have become interested in 

this topic. Precision biosensing tools and test 

strips are improving and transitioning from 

optical and/or electrochemical to electronic 

technologies [1, 2]. Thus, those interested in 

biosensors must investigate the structure, 

performance, and recent applications of 

electronic-based biosensors because they have 

the potential to become one of the main sensor 

technologies for medical diagnosis 

applications. 

According to the International Union of Pure 

and Applied Chemistry (IUPAC) definition, 

biosensors use specific biochemical reactions 

mediated by the immune system, isolated 

enzymes, tissues, whole cells, or organelles to 

detect chemical compounds by optical, 

electrical or thermal signals [3]. Thus, 

biosensors are analytical tools for monitoring 

biological dynamics, interactions, and activities 

[4]. A biosensor consists of three main parts, 

including a bio-detection element, a transducer, 

and a signal processing unit. Biomolecules 

cause changes in physical quantities such as 

charge, photon, or mass, and the transducer 

senses these changes converting them into 

electrical signals, voltage or current. 

Ultimately, to determine the sensing results, the 

signals are amplified and analyzed. 

According to different output signals, the 

traditional methods of monitoring the 

electrochemical reactions are divided into 

optical [5-7] and classical three-electrode 

systems [8]. The optical method is based on 

light changes during electrochemical reactions 

(Fig. 1) [9-11]. One of the disadvantages of this 

method is the need for a complex, expensive, 

and large device to achieve high sensitivity 

[12]. In contrast, the classical three-electrode 

system has advantages such as high sensitivity 

and low production cost (Fig. 1). However, the 

mass production of a three-electrode system 

and its integration into other systems is 

challenging due to the lack of a common 
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production standard [13]. To overcome this 

challenge, the ion-sensitive field-effect 

transistor (ISFET) was developed in 1970 [14]. 

 
Fig. 1 Classification of conventional electrochemical 

sensors. 

In biosensing mechanisms, an interesting 

approach, namely field effect transistor (FET)-

based biosensor was considered a reliable 

approach. In addition, due to the rapid 

development of solid-state technologies there 

are many options to move forward. Most 

biomolecules carry electrostatic charges and 

bioactivities involving changes in electrical 

potential. Thus, FET-based biosensors are a 

suitable option for fast and ultra-sensitive 

detection of biomarkers [15]. ISFET biosensors 

are FET-type biosensors, which measure ions 

concentration in solutions. In the ISFET the 

solution is used as the gate electrode and the 

other parts follow the conventional FET 

devices. The change in concentration of an ion 

such as H+ accordingly changes the current 

through the FET. ISFET biosensors are 

extremely sensitive and have the advantage of 

good scalability, intrinsic amplification, acid-

alkali resistance, water repellent, impact 

resistant, fast real-time detection, direct 

electrical readout, and lower power 

requirements compared to other 

electrochemical and optical sensing devices. 

Furthermore, they are superior to cyclic process 

voltmeters with simple direct electrical readout 

and complementary metal-oxide semiconductor 

(CMOS) compatibility [16-18]. 

The use of ISFETs in DNA sensing has been 

specifically discussed in the review articles [19, 

20]. ISFET applications in medicine have also 

been reviewed [21]. In the review article by 

Cao et al., many topics of ISFET and its 

applications in biosensors have been covered, 

but the materials used in the gate terminal 

structure have not been investigated 

specifically [13]. Therefore, in this review, first, 

a brief history of ISFET sensor performance in 

general is presented and the manufacturing and 

improvement of ISFET sensor performance is 

discussed. Then, there is more focus on the 

materials and gate structure of ISFET sensors 

as their most sensitive and key part. Also, 

readout methods of ISFET sensors and their 

application as biosensors will be discussed. So, 

the main purpose of this review, in addition to 

reviewing recent research, is to create a proper 

background of the entire ISFET structure and 

performance, focusing more on the biosensing 

application of ISFET. 

II. HISTORY OF ISFET SENSORS 

The ISFET sensors consist of a sensing element 

and a transducer. All stages of development and 

improvement of ISFET devices and their 

sensing applications are presented in  

 

 

 

 

      Table 1. In recent decades the progress in the 

use of ISFET as sensors have been impressive 

and have become the favorite biosensors for 

biochemists. Advances have been made to the 

extent that a multifunctional sensor could be 

used to measure several analytes [22]. A 

schematic of sensors with multiplex functions 

is shown in  Error! Reference source not f

ound. 
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      TABLE 1. TIMELINE OF PROGRESS IN THE CONSTRUCTION AND OPTIMIZATION OF ISFET BIOSENSORS 

 Advanced process in ISFET Year Ref. 

1 ISFET originated from FETa. 1925 [23] 

2 
Suggesting different types of FET depending on the type of gate structure (such as JEFTb 

and MESFETc). 
1952 [24] 

3 
Using a semiconductor process, the MOSFETd uses a metal-semiconductor junction to 

replace the p-n junction of the JFET for easier fabrication and higher operating speed. 
1960 [25] 

4 
Despite the low speed and ease of damage, the MOSFET was used as a low-cost signal 

converter with easy fabrication on a large scale. 
1962 [26] 

5 
Quantitative detection of Na+ with source-drain current output (IDS) as the first ISFET 

sensor with direct oxide-solution contact by removing the metal gate structure MOS. 
1970 [14] 

6 Replacing metal oxides in MOSFET with an aqueous solution in ISFET. 1972 [27] 

7 Using an ISFET with a gate made of noble metal as a gas sensor. 1975 [28] 

8 Application of ISFET to identify penicillin biomolecules through enzymatic reactions. 1980 [29] 

9 
Placement of sensing films instead of metals in the structure of MOS and its explanation 

by the Bousse site dissociation model. 
1983 [30] 

10 
Optimizing the size of the sensors by making a miniaturized urea biosensor using an 

enzyme on the ISFET gate. 
1984 [31] 

11 
Improving the anti-interference performance of ISFT-based biosensors for simultaneous 

detection of urea and glucose 
1985 [32] 

12 
Detection with acceptable sensitivity of H+, by the structure of ISFET containing different 

sensitive films (such as Ta2O5, Si3N4, Al2O3) on the insulating oxide layer. 
1987 [33] 

13 Detection of urea in human blood serum using GATE enzymatic modification in ISFET. 1995 [34] 

14 
ISFET sensor development is based on clinical applications focused on the detection of 

antibodies, glucose, DNA, and cells. 
2001 [35] 

a Field effect transistor; b, junction FET; c, Metal-semiconductor FET; d, Metal- oxide-semiconductor FET. 
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Fig. 2 Schematic of the ISFET arrays application for 

multiple detections. 

III. PRINCIPLES OF ISFET SENSORS 

ACTION  

The ISFET results from replacing the gate 

electrode with a solution, a chemically sensitive 

membrane, and a reference electrode in a 

conventional metal oxide silicon field effect 

transistor (MOSFET) (Figure 3A-C). The 

channel resistance in ISFET depends on the 

electric field perpendicular to the current 

direction (same as MOSFET). Charges in 

solution are held on the top of an insulating ion-

sensitive membrane. The dependence of the 

surface potential on the charge concentration is 

explained by the well-known site-binding 

theory [36]. 

Anisotropic ion accumulation occurs at the 

interface between an electrochemically active 

surface and a liquid electrolyte (Figure 3D). 

Due to the differences in the amount and 

charge, an electric double layer will be formed 

by the ions near the surface, and a diffuse layer 

of external charges will result between the 

neutral volume of the solution and the 

Helmholtz planes, according to the Gouy –

Chapman theory [37]. When SiO2 is used as an 

insulator, the surface of the gate oxide contains 

activated –OH, which is in electrochemical 

equilibrium with the ions in the solution (OH- 

and H+). Hydroxyl groups are protonated or 

deprotonated on the gate oxide surface. As a 

result, due to the contact of the gate oxide with 

the aqueous solution the change in pH causes a 

change in the potential of the SiO2 surface. 

Signal transmission is considered a function of 

the ionization state of the SiOH groups of the 

amphoteric surface [38]: 

𝑆𝑖𝑂𝐻 ↔ 𝑆𝑖𝑂− + 𝐻+ 

𝑆𝑖𝑂𝐻 +  𝐻+  ↔ 𝑆𝑖𝑂𝐻2
+ 
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Fig. 3 (A) Basic structure of metal-oxide-semiconductor field effect transistor (MOSFET); (B) Basic structure of ion-

sensitive field effect transistor (ISFET); (C) Simple circuit of an ISFET sensing system; and (D) Electrical double 

layer adjacent to the SiO2 surface. 

 

The selectivity and chemical sensitivity of the 

ISFET sensors depend on the insulating 

properties of the insulator and/or electrolyte 

interface. In this regard, oxide coating minerals 

such as SiO2, Si3N4, Al2O3, or Ta2O5 can be 

used to obtain the desired pH response [39] 

(Table 2). 

TABLE 2. EXAMPLES OF PH SENSOR SPECIFICATIONS. 

Sensitive 

layer 

pH 

range 

Sensitivity 

(mV/pH) 

Ta2O5 2 – 12 56 – 58 

Si3N4 2 – 12 53 – 55 

Al2O3 2 – 12 54 – 56 

The protonation/deprotonation of the gate is 

controlled by the pH in the gate region [40]. 

Sensor responses are according to Nernst's law 

(59.2 mV/pH). The response of an ion-selective 

electrode is given by: 

𝐸 = 𝐸0 + (
𝑅𝑇

𝑧𝐹
) ln[𝑖] 

where E is measured potential (V); E0 is 

characteristic constant for the ion-

selective/external electrode system; T is 

temperature (K); R is gas constant; F is 

Faraday's constant; [i] is molar concentration of 

free unmixed ionic species; and z is the signed 

ionic charge [41]. 

IV. GATE MATERIALS IN ISFET 

SENSORS 

The ISFET sensor’s gate material is a sensitive 

layer in direct contact with the target solution, 

forming the gate dielectric/insulator layer. In 

ISFET sensors, the control of the drain-source 

current is done through the gate potential 

generated at the interface between the sensor 

membrane and the solution. In choosing the 

right gate material for ISFET sensors, which is 

stable and performs well, more attention should 

be given to the high energy band gap, more 

connection sites for modification, and high 

dielectric properties [42]. To measure mineral 

ions, sensitive membranes are deposited on the 

gate layer, and other macromolecules are 

detected by adding a specific amount of 

antibody/enzyme/RNA to a specific reaction. 

The change in the analyte concentration is 

reflected by the change in the proton 

concentration of the environment [43]. 

After replacing the metal gate in the MOSFET 

with an aqueous solution to construct an ISFET 

sensor, various materials have been used in the 

construction of the ISFET gate [27]. Oxides 

have always played the role of coloring [44, 

45]. The oxides are based on the effect of H+ 

released from the solution’s dynamic in the pH 

of the well, which changes the surface potential 

of the oxide layer as well as the potential 

between the gate and the base of the underlying 

field effect. Apart from oxides, other materials 

act as selective membranes for ions, which are 

explained in Table 3. Due to the importance of 

the gate material in ISFET sensor’s function, 

they will be further discussed and the latest 

developments in the field will be reviewed next. 

 

TABLE 3. DIFFERENT MATERIALS AS GATE-SENSITIVE LAYERS. 

Thin film 

SiO2 
Single-layer SiO2 stacked with other thin layers, such as SiO2/HfO2/Al2O3, has improved 

performance [46]. First, Al/SiO2/Si layers were used as hepatitis B antigen sensors [47]. 
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Ta2O5 

In 1981, Ta2O5 was one of the most suitable materials known as a gate layer for pH sensing 

[47]. In 1989, the first gate Ta2O5 ISFET sensor with a differential amplifier was built. The 

output of one amplifier was amplified with a Ta2O5/SiO2 ISFET gate, while the output of 

the other amplifier was amplified with a SiOxNy/Si3N4/SiO2 ISFET gate. [47]. In this 

system, an external reference electrode was not required. 

Nitrides 

Nitride is used to measure many biomarkers. For example, in addition to being watertight, 

Si3N4 has excellent chemical stability for sensing H+. With an ion-sensitive layer on top of 

the Si3N4 gate in the ISFET, it measures a variety of biomarkers [13]. 

Indium Nitride (InN) has enabled the high sensitivity of pH measurement. Accumulation 

of surface electrons in InN results in a large ion-induced surface potential to drive current 

in the ultrathin conducting channel, and as a result, sufficient gate bias in the electrolyte 

modulates the electron density in the ultrathin conducting channel, and the ratio of current 

changes increases significantly [48]. 

Gallium nitride (GaN) is engineered with the advantage of a wide energy gap through 

anisotropy design. It has high conductivity at zero discharge valve voltage and thus high 

sensitivity [49]. 

Al2O3 

Al2O3 was first used in 1979 as a chemically stable assay in pH measurement [50]. In 

contrast to commercial FETs, in the case of this Al2O3 ISFET, the pH sensitivity for small 

sensing areas (about 0.1 mm2), is not affected and thus the analysis of integrated samples 

is possible [51]. Other Al-based materials have also been used as ISFET gates, such as 

aluminum metal and aluminum nitride [52, 53]. 

Other oxides 

Zinc oxide (ZnO), hafnium oxide (HfO2), palladium oxide (PdO), and many composite 

oxides are attractive ion-sensitive membranes. ZnO can achieve a wide range of pH 

sensing with linear response, and the HfO2 gate deposited by ALD can minimize the 

oxygen vacancies to reduce the bound ions on the sensor film surface. Indium-gallium-

zinc-oxide thin film for n-type gate material and pH sensing membrane simultaneously 

provided a flexible sensor based on an oxide film prepared with a temperature sensor for 

real-time measurements to provide an integrated and flexible personalized bioelectronic 

pathway [54]. Indium zinc oxide (InZnxOy) can be used to measure pH [55]. 

Polymers 

Polymer/organic gates broaden the variety of target analytes with ISFET sensors, such as 

modifying polyaniline protonated with dinonylnaphthalene sulfonic acid (PANI/DNNSA) 

as gate material for an ISFET polyethyleneimine sensor [56]. 

Two-dimensional materials 

Graphene 

Graphene has higher carrier mobility than silicon at room temperature and more electron 

mobility with temperature change [57]. Due to its high sensitivity to surface charge and 

strong interaction with ionic adsorbates, it can act as an excellent material for electron-

proton conversions. It has been used in the detection of Na+, Co2+, Al3+, and others in 

ISFET sensors [43]. 

MoS2 

In 2011, a transistor was made with a molybdenum sulfide (MoS2, 0.65 nm thick) sheet 

[58]. ISFET with MoS2 gate has been used to measure glucose [59], hydrogen peroxide 

[60], heavy metal ions [61], and proteins [60].  

Black phosphorus 

Black phosphorus is a layered semiconductor with high carrier mobility and controllable 

bandgap for the design of nanoscale transistors for the detection of nitrogen dioxide gas, 

heavy metal ions, and immune proteins [62-64]. 

Metal carbides, 

nitrides, and 

carbonitrides 

Two-dimensional carbonitrides, transition metal carbides and nitrides (Mxenes) are 

graphene-like structures composed of transition metal carbides, nitrides, or carbonitrides 

that have high conductivity and much low resistance. They have been used in biosensors 
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since 2011 [65]. For example, they have been used to detect dopamine [66], metal ions 

[67, 68], and COVID-19 [69]. 

Other nanostructures 

Si nanowires 
Si nanowire-based ISFETs with a high surface-to-volume ratio increase the threshold 

voltage and gate capacitance, resulting in excellent ion-sensing properties [70]. 

Carbon nanotubes 
By placing carbon nanotubes along the channel, the electrical properties of the devices are 

significantly improved [71]. 

Others 

Nanostructured materials with high surface-to-volume ratios have been used to actuate 

ISFET sensors for protein sensing [72]. ISFET sensors based on zinc oxide nanorods have 

been used for glucose monitoring [73], pH testing [74], and DNA detection [75]. 

Vanadium pentoxide (V2O5) nanorods have also been used to fabricate ISFET sensors 

[76]. 

 

A. Recent gate materials used in ISFET 

sensors. 

In the study of Phanabamrung et al., Si3N4 was 

used as the gate covering layer of ISFET to 

design a sensor based on the antibody-antigen 

connection of the major histocompatibility 

complex (MHC) associated with class I related 

chain A (MICA), and also human leukocyte 

(HLA). The detection linear range for MICA 

and HLA was 5.17–40 and 1.98–40 µg/mL, 

respectively, which indicates the device’s good 

performance. Thus, in this study, the use of 

Si3N4 for the gate layer was very suitable with 

high modification [77]. In a recent study, Kim 

et al. made an initiative to measure two ions, 

Na+ and K+, by means of an electrode. They 

designed the reference electrode based on 

reduced fluorinated graphene oxide, and used 

indium tin oxide (ITO) as a thin gate layer. 

Using this sensor, they detected Na+ and K+ 

ions in human urine with high sensitivity [78]. 

Also, in another interesting study Hyun and 

Cho used a K+ selective membrane on a thin 

layer of amorphous indium gallium zinc oxide 

coplanar gate to measure K+ concentration. 

This ISFET-based sensor had excellent 

selectivity. The results of K+ including the 

solution and the solution containing other ions 

(in the absence of K+) were completely 

different [79]. 

Megat Hasnan et al. used poly (3,4-ethylene 

dioxythiophene): poly (styrene sulfonate) 

composite thin layer with Ti2CTX MXenes 

layered including bovine serum albumin, and 

graphene oxide, in an ISFET gate structure for 

chlorpyrifos detection. This composite layer 

had higher sensitivity for chlorpyrifos 

compared to thin films without MXene [80]. 

This study showed the importance of the correct 

thin film selection and the gate material used in 

an ISFET biosensor. 

Graphene, as a two-dimensional material 

consisting only of carbon atoms in a hexagonal 

structure, has always been a good candidate for 

sensors [81-83]. In this regard, Alves et al. used 

a graphene-based ISFET biosensor to measure 

an antiviral protein inhibiting HIV, 

recombinant cyanovirin-N (rCV-N). They used 

the linker 1-pyrene butanoic acid succinimidyl 

ester (PBSE) to immobilize the antibody on the 

graphene gate electrode, through the primary 

and secondary amine groups of the antibody. 

This biosensor detected rCV-N in the range of 

0.01 to 10 ng/ml and the detection limit was 

0.45 pg/ml. The easy fixation of the linker on 

the electrode surface, the stability, and the 

reusability of this sensor were attributed to the 

graphene used in the gate terminal [84]. 

The importance of the ISFET sensors’ gate 

materials, in addition to laboratory research, has 

also been considered in simulation-based 

studies. To improve the sensitivity of the 

ISFET-based sensor, Prakash et al. used 

Ta2O3, SiO2, Al2O3, and HfO2, in the role of 

the ISFET gate by COMSOL simulation, and 
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the ISFET with Ta2O3 gate had the highest 

sensitivity [85].  

V. READOUT METHODS  

The requirement for higher precision and 

greater integration of the front circuit and signal 

readout methods have led to a revolution in the 

design and application of biosensors based on 

ISFET. Measurement methods are classified 

into two types, single and differential 

measurements. In a single ISFET sensor 

measurement, two readout methods are 

involved to achieve continuous encoding. The 

simplest readout system for the reference 

electrode is the feedback mode. In this case, the 

ISFET sensor current is constant, and the pH of 

the solution changes the voltage feedback to the 

reference [41]. However, its inadequacy with 

the conventional reference electrode was the 

reason for replacing the feedback mode with the 

current mode. This technique is now widely 

used in front-end ISFET sensor configurations, 

including constant current readout (CCR), 

constant voltage readout, and current mode 

readout. 

The Constant-Voltage, Constant-Current 

(CVCC) circuit depends on the constant source-

drain voltage (VDS) and current identifiers. In 

the CVCC circuit, by loading a constant voltage 

between the source and drain of the ISFET, the 

change in pH is reflected in the changes in the 

source voltage [86] (Figure 4A). In addition, 

more pixel architectures have been proposed. 

The readout unit for the ISFET sensor array 

consists of three transistors and a single ISFET 

device: transistor P1 acts as the load by 

providing constant current, and transfer gate 

P3/N1 acts as the readout for each pixel [87] 

(Figure 4B). Another notable method is time-

to-pH readout where the C0 capacitor is 

charged before detection and discharged during 

pH measurement. In this method, the discharge 

time depends on the drain-source current of the 

MN0 transistor, and therefore, on the pH of the 

solution. The N1 voltage depends on the pH, 

followed by the conversion of time to voltage, 

and its value is calculated by turning off the S0 

switch after a certain period [43] (Figure 4C). 

The differential measurements in the ISFET 

sensors' signal readout reduces the common-

mode signal, noise, and drift [86]. Figure 4D 

shows the ISFET sensor differential readout 

system including an ISFET amplifier and a 

differential amplifier. In the study by Wong et 

al. a reference ISFET sensor was immersed in 

solutions of a specified value, and the output 

signal of the difference between the two ISFET 

amplifiers was represented by the output signal. 

The pH of the desired analyte was then 

calculated, and the shift that occurred in both 

ISFET sensors was removed in the readout 

signal. The use of an ideal reference electrode 

is essential because the differential sensor 

allows for the elimination of the common-mode 

voltage between the two sensors, noise 

reduction, minimizing drift effects and 

temperature differences [86]. Also, other 

innovations have been made in this type of 

reading method for ISFET biosensors [43]. 
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Fig. 4 ISFET sensors readout methods; (A) Source-drain follower circuit; (B) Standard pixel readout; (C) Time-to-

pH voltage readout system; and (D) Differential amplifier readout system. 

VI. BIOSENSING APPLICATIONS 

The intrinsic properties of the gate materials 

account for the strong response of the ISFET 

sensors to certain ions. In addition, the 

interactions between the ISFET gate and 

biomolecules affect the electrical output of the 

ISFET. Therefore, ISFET-based sensors are 

used to detect biomolecules and ions [88]. In 

Table 4, some recent research in the field of 

using ISFET biosensors are given. Recent 

advances in ISFET biosensing are presented in 

more detail in the following sections. 

 

TABLE 4. SOME RECENT STUDIES OF BIOSENSORS BASED ON ISFET. 

Transistor Research topic Ref. 

ISFET Real-time detection of integrated RNA in men with prostate cancer. [89] 

ISFET Detection of antibodies against HLAa and MICAb. [77] 

Fc-rGO RE-

ISFE 
Using F-rGO RE in ISFET structure to detect potassium and sodium ions in urine. [78] 

JF-ED-TFETd Simulation of a JF-ED-TFET for label-free biosensing applications. [90] 

FET 
Development of a biosensor platform based on IGZO planar thin film gate coplanar 

transistor for selective detection of K+. 
[79] 

ISFET Sensitive and fast detection of SARS-CoV-2, without Debye length limitation. [91] 

Si NWe-FET 
Application of Si NW-FET biosensor with graded channel gate for label-free 

biomolecule detection. 
[92] 

DGf- ISFETs 
Application of DG- ISFETs for continuous pH measurement with gate layer 

capacitance beyond Nernst. 
[93] 

ISFET Using a 3x2 differential ISFET integrated pixel array for pH measurement. [94] 
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a, Human leukocyte antigen; b, Major histocompatibility complex associated with class I; c, Fluorinated; d, 

Junction-free tunneling field-effect-based biosensor; e, Silicon nanowire; and f, Double-gate 

 

A. Ions 

For the first time in 1970 Piet Bergveld used 

ISFET sensors with a SiO2 gate to detect Cl- 

and Na+ around nerves [14]. He replaced the 

classic MOSFET metal gate ISFET with a 

hybrid ion/electrolyte/RE selective film module 

and used the resulting device for ion sensing. 

After this study, the ISFET ion sensor received 

the scientific community attention. Since then, 

the ISFET ion sensors have been introduced to 

the public for performance studies. 

ISFET is commonly used for pH sensing. 

Grasta et al. used ISFET to detect the presence 

of chloride ions in sweat [95]. This study was 

done to diagnose cystic fibrosis. They used 

empirical reality modeling. Gate oxides (HfO2) 

in a chemical reaction with electrolyte solution, 

anions (Cl-) directly react with hydroxyl groups 

and replace surface protons. The Cl- detection 

limit of the designed device was 4 µmol/m3. 

They also investigated the effect of oxide width 

on device performance. In Figure 5, HfO2 is 

considered as an insulator, and the changes in 

the dependence of the drain-source current 

(IDS) on the drain-source voltage (VDS) 

depend on the four values of dHfO2. In addition 

to pH sensing (Table 5), ISFET sensers sense 

various ions such as Na+ [78], Cu2+ [96], and 

K+ [97], by using different sensitive 

membranes loaded on modified channel 

materials and gates. Ions are critical analytes in 

healthcare and medicine. For example, in a 

recent study by Annabella la et al., they used a 

NaCl measuring ISFET device with HfO2 to 

diagnose and analyze cystic fibrosis. The 

selective polyvinyl chloride membrane 

increased the sensibility of the ISFET to other 

ions [98]. 

 
Fig. 2 Investigating the effect of HfO2 thickness on drain-source current (IDS) versus drain-source voltage (VDS) for 

two different amounts of Cl− [95]. 
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TABLE 5. AN OVERVIEW OF SOME STUDIES CONDUCTED IN THE FIELD OF PH DETECTION WITH ISFET SENSORS. 

Basis Target 
Linear 

range 
Year Ref. 

Al2O3 ISFET pH detection 1 – 12 2004 [99] 

pH-ISFETs potato glycoalkaloids analysis - 2005 [100] 

pH-MFGFET pH detection 1 – 13 2008 [101] 

SOI-DGa ISFETs pH detection 3 – 11 2013 [102] 

Si3N4/SiO2 ISFET pH detection 2 – 12 2013 [103] 

DG-CNT-ISFETb pH detection 5 – 9 2019 [104] 

In2O3 nano gate 

ISFET 

pH detection to determine the concentration of 

biomolecules 
6 – 10 2020 [105] 

UTc and TiO2 gate 

ISFET 
pH detection 1 – 12 2020 [106] 

SiO2/Ta2O5 EG-

ISFETd pH detection 3 – 10 2020 [107] 

Si NW DGe-ISFET pH detection ⁓3 – 10 2021 [108] 

ISFET pH detection 5 – 11 2022 [109] 

a, Silicon-on-insulator dual-gate; b, Dual-gate carbon nanotube ISFET; c, Ultrathin body; d, Extended-gate 

ISFET; and e, Silicon nanowire dual gate. 

 

B.   DNA 

In accordance with the great importance of 

accurate detection of nucleic acids in the design 

and discovery of drugs, diagnosis of various 

types of cancers and genetic diseases, optical, 

magnetic, electrochemical, and enzyme assay 

methods have been developed [110]. The 

advantage of these methods is high sensitivity 

and low detection limits, but they have 

shortcomings such as being expensive and large 

measuring instruments, complex measuring 

circuits, harmful labels, and time-consuming 

preparations [111]. To resolve this problem, the 

ISFET method is an excellent candidate. 

Currently, ISFET-based DNA sensing is 

performed with two mechanisms: 

• Enzymatic reactions based on DNA 

polymerase, which lead to the production of H+ 

and affect the surface charge distribution of the 

ISFET gate. 

• The other is based on DNA strand 

hybridization leading to the generation of 

negative charges that affect the surface charge 

distribution of the ISFET gate and causes a 

change in the electrical output of the ISFET 

[112]. 

ISFET DNA sensors have high sensitivity, fast 

detection, low detection limit, high sensitivity, 

a simple manufacturing process, low cost, and 

good characteristics. Therefore, many research 

groups have become interested in their use 

(Table 6). Based on the advantages, many 

studies on ISFET-based DNA sensors have 

been developed in recent years. For example, 

Mahdavi et al. used 3-

aminopropyltriethoxysilane (APTES) to 

silanize the ISFET gate and immobilize DNA 

probes on the gate, to make a sensitive DNA 

sensor. The steps and patterns of the expected 

data in different stages of the experiment are 
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shown in Figure 6. The sensors were tested 

during fabrication with 0-5 voltages for both the 

drain source and the voltage electrode. The 

reference electrode was Ag/AgCl. Steps 1-7 

represented the possible loads for each stage of 

their experiment and the expected changes in 

the source-drain current were plotted. DNA 

hybridization was done in step 5 and the 

changes in current were proportional to it. This 

sensor produced an output signal of about 500 

mV in the presence of a DNA solution at a 

concentration of 10 pM. The limit of detection 

(LOD) of DNA can be 1 fM and the 

corresponding DNA sensitivity is 50 μV/fM 

[113]. 

 

            TABLE 6. SOME CASES OF ISFET-BASED SENSORS IN DNA DETECTION. 

Basis Aim LOD (µM) Linear range (µM) Year Ref. 

CMOS-ISFETa Real-time DNA hybridization 0.2 - 2016 [114] 

DG-NR-ISFETb CorDNAc 5 × 10-5 10 × 10-3 – 1 2018 [115] 

CMOS-ISFET DNA molecules 1 × 10-5 1 × 10−12 – 1 2020 [116] 

EGFETd Cor DNA molecules 1 × 10-2 1 × 10-3 – 1 2020 [117] 

CMOS-ISFET Direct DNA hybridization 1 × 10-5 1 × 10−5 – 1 × 10-3 2020 [118] 

a, Complementary metal-oxide semiconductor-ISFET; b, Dual-gate nanoribbon-based ISFET; c, Cordyceps 

sinensis's DNA; and d, Extended-Gate FET. 
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Fig. 6 Test steps pattern and expected data in different test steps. Positive charges are due to APTES entering the 

surface. The yellow shape of sodium dodecyl sulfate (SDS) is negatively charged, and the red crosses are EDTA 

molecules [113]. 

The generation of pyrophosphates during DNA 

amplification lowers the pH, and this property 

has been used for silicon based ISFET sensors 

for DNA detection. However, graphenes are 

very suitable because of their surface-to-

volume ratio. Graphene (π-π bonds) is used for 

non-covalent stabilization of single-stranded 

DNA primers because it does not absorb 

double-stranded DNA. In this regard, Ganguli 

et al. used Bst polymerase (in silico designed 

homolog of Bacillus stearothermophilus DNA 

Polymerase I) in a loop-mediated isothermal 

amplification (LAMP) reaction in the presence 

of target-specific primers and crumpled 

graphene field effect transistors (GFET) to 

detect amplification by primer reduction assay. 

They were able to detect the end point of the 

amplification reaction with initial 

concentrations of only 8 × 10-21 M of E. coli 

DNA [119]. ISFET goes beyond the detection 

of nucleic acids and by entering DNA 

sequencing technology, it provides important 

data for gene detection and gene therapy. 

ISFET sensors are also designed to detect DNA 

base pairing, which can be useful in DNA 

sequencing systems [120]. 

C. Enzyme-based sensors 

Enzyme-based ISFET sensors are achieved by 

immobilizing enzymes on the gate surface of 

ISFET to detect enzyme substrates [121]. As a 

result of enzymatic reactions, the charge 

distribution on the gate surface changes, which 

can be detected by the electrical output. 

Accordingly, enzyme-based ISFET sensors 

(ENFETs) have been used to detect many 

biological analytes such as glucose, penicillin, 

cholesterol, urea, and dopamine [122]. Due to 

the choice of the small size of ISFET sensors, 

high adaptability, fast response of enzymatic 

reactions, high sensitivity and the need for 

small sample volume have made ENFET 

sensors very popular. 

Bhatt et al. developed an acetylcholinesterase 

(AChE) biosensor based on an electrolyte 

carbon nanotube field effect transistor. The 

enzyme was immobilized on a flat gold gate 

electrode with a linker using 3-

mercaptopropionic acid. They used least-

squares curve fitting and obtained a sensitivity 

of 5.7 μA/decade. The real-time response was 

in the concentration range of 1 × 10-12 − 1× 10-

3 M (constantly applied biases (VDS) = −0.2 V 

and (VGS) = −0.8 V) (Figure 8A). This test 

gave a proportional response to different 

analyte concentrations, while it was not 

sensitive to glycine and serine interferences 

(Figure 8B). This sensor had a high capability 

in real samples, and as a result it was very 

resistant and flexible [123]. In general, the 

design of ISFET sensors based on 

cholinesterases is of significant interest to 

researchers. 

TABLE 7. SOME STUDIES ON THE APPLICATION OF CHOLINESTERASES IN FET BIOSENSORS. 

Transistor Gate enzyme Detection substance 
LOD 

(µM) 

Linear range 

(µM) 
Year Ref. 

SGGTa AChEb Organophosphorus 

pesticide 
0.01 0.3 – 3 2021 [124] 

ISFET AChE Indole alkaloids 0.5 μg/ml 2 – 15 μg/ml 2022 [125] 

rGOc FET AChE AChd 2.3 5 – 1000 2020 [126] 

rGO FET AChE ACh 1 μM 1 – 1 × 104 2018 [127] 

ISFET 
Butyryl 

cholinesterase 
Glycoalkaloids - 0.03 – 5 2006 [128] 
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a, solution-gated graphene transistor; b, Acetylcholinesterase; c, Reduced-graphene-oxide; and d, 

Acetylcholine. 

 

Providing portable sensors requires high 

flexibility and a flexible substrate. In this 

regard, Kwak et al. developed a chemical vapor 

deposition-grown graphene-based FET for 

glucose sensing. Chemical vapor deposition-

grown graphene was functionalized with 

glucose oxidase enzyme linker molecules. The 

graphene-based FET sensor had bipolar 

transmission characteristics. By measuring the 

Dirac point shift and drain-source differential 

current, the developed FET sensor detected 

glucose levels in the range of 3.3 to 10.9 mM. 

This corresponds to the reference range of 

medical examinations, and the sensor was very 

flexible [129]. In another study, Wang et al. 

developed a FET-based glucose sensor with a 

bimetallic nickel-copper metal-organic 

framework (Ni/Cu-MOFs) as its channel layers. 

They used glutaraldehyde as a linker to 

immobilize glucose oxidase. The synergistic 

effect of Ni and Cu ions in MOFs caused the 

appropriate field effect on glucose. This sensor 

showed a linear relationship in the range of 1 - 

2 × 104 μM, a lower detection limit of 0.51 μM, 

and a sensitivity of 26.05 μAcm-2mM-1. This 

sensor had high specificity, reasonable short-

term stability, excellent repeatability, and fast 

response time [130]. In a study based on the 

glucose oxidase-like activity of nanozymes, 

Farahmandpour et al. recently developed a non-

enzymatic FET sensor for glucose detection. 

They synthesized CuO hollow spheres 

decorated with reduced graphene oxide (rGO). 

These synthesized nanostructured hollow 

microspheres (rGO/CuO-NHS) were 

immobilized on a flexible PET substrate 

between interdigitated electrodes as the channel 

of a back gate transistor. The high surface-to-

volume ratio of the nanostructured shell and the 

selective porous hollow spheres of CuO along 

with the high conductivity of rGO became the 

cause of glucose oxidation with a low detection 

limit of 1 nM and sensitivity of 600 μA μM−1. 

In addition, the flexible glucose sensor had high 

reproducibility (Figure 8C), repeatability 

(Figure 8D), and good stability (Figure 8E) 

[131]. Table 8 lists some studies on the use of 

enzymes for glucose detection. 

TABLE 8. SOME CASES OF GLUCOSE OXIDASE /GLUCOSE OXIDASE MIMICS-BASED FET BIOSENSORS. 

Transistor Gate enzyme LOD (µM) 
Linear range 

(µM) 
Year Ref. 

FET 
Ag NPs as an enzyme 

mimic 
- 0.1 – 0.25  2020 [132] 

ZnO/CuO-NHSa FET Glucose oxidase 0.03 - 2023 [133] 

MoS2 FET Glucose oxidase 0.3 0.3 – 3 × 104 2018 [59] 

EGFET Glucose oxidase 
0.001 

mg/mL 
0.1 – 1 mg/mL 2020 [134] 

Silk fibroin-encapsulated 

graphene FET 
Glucose oxidase 100 100  – 1 × 104 2014 [121] 

rGO/C-PPy NT FETb  0.001 0.001 – 100 2015 [135] 

EGFET 
Ga2O3 as an enzyme 

mimic 
20 - 2022 [136] 
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FET 
Polyaniline/glucose 

oxidase 
- 0 – 9 × 103 2004 [137] 

FET CPPNd - Glucose oxidase 500 2 × 103 – 2 × 104 2008 [138] 

FET Glucose oxidase 100 < 1 × 104 2010 [139] 

ISFET PSWe 3.2 × 10-5 10−4 – 10+3 2011 [140] 

ISFET Glucose oxidase 25 50 – 1.8 × 103 2004 [141] 

a nanostructure hollow spheres; b, Extended gate FET; c, Reduced graphene oxide-carboxylated polypyrrole 

nanotube FET; d, Carboxylated polypyrrole nanotube; and e, Polysilicon wire. 

 

Peroxidases are used as a secondary reaction 

during assays of various enzymatic processes 

such as oxidation and immunoassays. Use of 

ISFET sensors instead of expensive 

spectrophotometric methods is a suitable 

option. For example, Tomari et al. used the 

signal accumulation of an ion-sensitive field 

effect transistor (SA-ISFET) sensor to measure 

sarcosine, lactic acid, uric acid and glucose, and 

detect Escherichia coli (using a peroxidase-

labeled antibody) [142]. In another study, 

Mariia et al. used horseradish peroxidase (HRP) 

as a label to determine the interaction between 

thrombin and its aptamer on the surface of 

ISFET. The complementary sDNA probe 

containing HRP was replaced by the 

immobilized aptamer (sDNA) with thrombin, 

and the HRP activity was assayed. This 

biosensor detected thrombin with a low 

detection limit of 7 × 10-7 M [143]. Table 19 

lists some studies based on peroxidases in FET 

sensors. 
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Fig. 7 Real-time sensor response of different acetylcholine concentrations. (D) Selectivity of the sensor for 

acetylcholine in the presence of serine and glycine (description in text) [123]; (C) Reproducibility for 4 glucose 

samples with a concentration of 5 nM glucose for the sensor; (D) Repeatability for different sensors with the same 

manufacturing method in the presence of 5 nM glucose; (E) stability test of the sensor that retained 93% of its activity 

after 14 days [131]; and (F) Schematic of thrombin displacement and identification [143]. 

TABLE 9. SOME STUDIES ON THE APPLICATION OF FET SENSORS BASED ON PEROXIDASE ENZYMES/ PEROXIDASE MIMICS. 

 

Transistor 
Enzyme Substrate 

LOD 

(µM) 

Linear range 

(µM) 
Year Ref. 

ISFET HRPa H2O2 0.5 
Up to 

thousands 
1994 [144] 

ISFET 

β′-glucosidase, 

mandelonitrile 

lyase and HRP 

Amygdalin - 100 – 300  1998 [145] 

PVPyb-

ISFET 
HRP Cyanide - 0.1 – 10 1998 [146] 

ISFET 
HRP, glucose oxidase, 

and urease 

Glucose 

Ascorbic acids 

Citric acids 

- 

103 – 104 

250 – 2 × 103 

0.1 – 10 

1998 [147] 

ISFET Peroxidase  Herbicide simazine 
1.25 ng 

ml−1 
5–175 ng ml−1 2000 [148] 
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GFETc HRP, glucose oxidase Glucose  0.2 1 – 104 2021 [149] 

rGO FET MoS2 
Releasing H2O2 from 

cancer cell 
10-6 - 2019 [60] 

a, Horseradish peroxidase; b, Poly(4-vinylpyridine-co-styrene); and c, Graphene field-effect transistor. 

Other enzymes are also used in the design of 

FET-based sensors. For example, Abdul Barik 

et al. in 2014 used a cholesterol oxidase-

potassium-doped CNT-FET to detect 

cholesterol. The type P-graphene was the 

electrochemical as a substrate on the ITO glass, 

and used the N-type graphene sediment. ZrO2 

in the channel area played a gate insulation role. 

The K/PPy/CNT composite formed the sensor 

layer at the top of the ZrO2 layer. They moved 

cholesterol oxidase on the K/PPy/CNT 

membrane with physical absorption techniques. 

The linear diagnosis range was 0.5 to 20 mM. 

The sensitivity of this FET was ~ 400 

μA/mM/mm2 (R ~ 0.998). This sensor had 

Michaelis-Menten constant (Km) and the 

detection limit of 2.5 and 1.4 mM, respectively. 

Another notable point was the very low 

interference of glucose, urea, and uric acid in 

the results [150] (please see more examples in 

Table 10). 

Although the use of nanozymes in FET-based 

biosensors has not yet reached maturity, 

significant number of studies have been 

performed. MXenes are two-dimensional 

materials with hydrophilicity, high 

conductivity, and high surface area, and thus 

are attractive for the design of biosensors. In 

this regard, Hasnsn et al. used Ti2CTX MXene 

structures in an ion-sensitive field effect 

transistor (ISFET) to detect chlorpyrifos (Cpy). 

The use of a thin layer composite poly (3,4-

ethylene dioxythiophene)-poly (styrene 

sulfonate) layer with layered pieces of Ti2CTX 

MXenes with graphene oxide and bovine serum 

albumin (BSA) resulted in the reduction of the 

minimum electrical threshold voltage Cpy by -

0.1 V (the voltage of using TiO2 which is -1.5 

V). Considering the potential of Ti2CTx 

MXene-BSA two-dimensional composite, the 

detection of CPY with an enzyme-free sensor 

was available [80]. 

TABLE 10. APPLICATION OF OTHER ENZYMES IN THE DESIGN OF ISFET BIOSENSORS. 

Transistor Enzyme Substrate LOD (µM) 
Linear 

range (µM) 
Year Ref. 

ISFET 
Creatinine deiminase/ 

urease 
Ammonia  20 20 – 1000 2005 [151] 

ISFET Creatinine deiminase Ammonia 10 0 – 5000 1998 [152] 

ISFET 
Creatinine 

amidohydrolase 
APIa - - 2016 [153] 

CNTb-

ISFET 
Laccase ABTSc 3 up to 300 2020 [154] 

SGGTd Lactate oxidase lactic acid 0.3 3 – 300 2019 [155] 

ISFET Carbapenemase Imipenem  0.1 - 2021 [156] 

CNT-

ISFET 
Cholesterol oxidase Cholesterol 230 

500 – 25 × 

103 
2021 [157] 

EGFET Uricase Uric acid 0.082 mg/dL 2 – 7 mg/dL 2021 [158] 
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FET Tyrosinase Dopamine 0.003 1 – 120 2021 [159] 

ISFET 
DNA aptamer / alkaline 

phosphatase 

COVID-19 spike 

proteins 

100 copies/μL 

in 10 min 
- 2023 [91] 

EGFET Uricase Uric acid - 1-30 mg/dL 2021 [160] 

ISFET Alkaline phosphatase Interleukin-5 ~1 ng/mL 

1 pg/mL - 

10 ng/mL 

2015 [161] 

a, Active pharmaceutical ingredients; b, Carbon nanotube; c, 2, 2-azino-bis 3-ethylbenzothiazoline-6-sulphonic 

acid; and d, Solution-gated graphene transistors. 

 

D. Antigen-antibody detection 

Antigen-related immune detection is very 

important for the diagnosis and prevention of 

diseases such as immune diseases, tuberculosis, 

and various types of cancer. The main 

advantage of ISFET is the very little work 

potential and neutrality in the antigen-antibody 

interactions [13]. Many studies have been done 

on the reusability and sensitivity of these 

sensors. The multi-layered gateway structure is 

the most used strategy to improve sensitivity. 

For example, Kutova et al. have developed a 

multilayer gate from CeO2/SiO2 for 

ultrasensitive C protein antigen. The sensor was 

very practical in PBS and human serum to 

predict inflammation in vivo and diagnose 

acute diseases [162]. Another important point is 

to build an ISFET gate with different structures. 

In this regard, Lee et al. improved performance 

for antigen diagnosis from hepatitis B levels 

based on the structure of two gates with an 

excellent detection limit of 22.5 fg/ml [47]. In 

addition, the use of nanomaterials on the ISFET 

gate to increase sensitivity due to the high 

surface-to-volume ratio can be promising. For 

example, Kuznetsov et al. used nanoribbons to 

detect prostate-specific antigens with a limit of 

detection of 0.4 pg/ml [163]. Finally, it is 

noteworthy that researchers have not neglected 

the reusability of the ISFET-based antigen-

antibody interaction sensors. Research has been 

conducted to produce reusable ISFET-based 

sensors [164]. 

VII. CONCLUSION AND PERSPECTIVE  

The design and improvement of biosensors 

have always been attractive and extensive 

research has been conducted in this field. In this 

regard, ISFET sensors have also been 

constantly improved. Here we reviewed the 

working principles and methods of gate 

operation in ISFET-based biosensors in various 

studies. ISFETs are excellent sensors for 

biomolecules such as proteins, DNA, ions, 

bioanalyses, and biomarkers due to their high 

sensitivity, reusability, real-time detections, 

waterproof properties, and all-solids. Of course, 

these advantages do not mean the maturity of 

the manufacturing process, use, and 

commercial development of ISFET-based 

biosensors, and our perspective is mentioned 

below. 

Debye screening at high concentrations of ionic 

solutions (protecting analytes from contacting 

the gate) has slowed the development of ISFET 

biosensors. Analytes smaller and comparable to 

Debye are not detected due to the high ionic 

strength at a distance smaller than λ, at the 

electrolyte-gate interface, especially for small 

molecule analytes whose size is comparable 

and smaller than Debye. To overcome this 

drawback, probes can be used for connection or 

nanoparticles in different forms and shapes can 

be used as the sensor immobilized layer. 

One of the important current issues is the use of 

multiple measurement techniques in one 

sensor. For this purpose, multiple ISFET 

sensors can be incorporated into one chip. 
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However, the miniaturization process as well as 

the number of wires required for switching on 

and off will be large. In this case the sensors 

must work in shifts, and will be expensive in 

terms of integration cost. However, it is 

possible to use the light-receiving address 

system for ISFET. Efforts should also be made 

to increase the number of analytes measured in 

an ISFET. 

As with the classical behavior of MOSFET 

sensors, increasing the thickness decreases the 

sensitivity of the device. The use of an ISFET 

device for the detection of other biomarkers in 

readily available biological fluids, consistent 

with medical applications, is still nascent. 

Therefore, more efforts should be made to 

miniaturize more ISFET sensors. Of course, it 

should be noted that by reducing the thickness 

of layers and downsizing, the durability and 

stability of the device is not affected. 

One of the problems in the construction and 

design of most biosensors is the low stability of 

immobilized biomolecules on the substrate. 

ISFET sensors are no exception to this rule. In 

this regard, we predict that in the future 

research in this field should focus more on the 

use of nanozymes and nanostructures in the 

construction and development of ISFET 

sensors. This will not only provide more 

stability, but also resolve all the deficiencies in 

the early generations of ISFET sensors. 
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   Cancer is indeed a growing concern worldwide for human health and existence, with its prevalence and 

impact on individuals and society increasing. The main objective of this article is to control and optimize drug 

dosage in order to prevent the uncontrollable growth of cancer cells and also restore the patient's immune 

cells to normal levels at the end of the training process, in such a way that the disease can be controlled in the 

early days of treatment. Reinforcement learning methods are widely applied in many domains nowadays and 

have attracted researchers' interest in conducting studies in this field. Therefore, in this article, specifically 

we also use the Q-learning method, one of the most famous model-free reinforcement learning methods, as 

well as the four-state nonlinear dynamic model called depillis, to simulate and design the proposed controller. 

The proposed controller's performance was evaluated in the presence of noise in three stages (training, 

simulation, and both stages simultaneously) as well as in the presence of uncertainty in one of the parameters 

of the depillis model. In a state of uncertainty, a combination therapy of chemotherapy and immunotherapy 

has been suggested as a treatment approach. Results indicate the significant impact of the proposed controller 

in determining the optimal drug dosage, improved accuracy, reduced side effects, and faster convergence 

compared to previous studies. 
 

 

 

 

 

 

I. INTRODUCTION 

Cancer is recognized as one of the biggest 

threats and growing concerns worldwide, with 

various types of it being characterized by a 

phenomenon called cellular state change with 

the loss of control over cell division and 

proliferation. However, cancer is an abnormal, 

irregular, uncontrolled, and deadly growth of 

cells in the body's tissues, leading to the 

formation of a mass called a tumor. The 

American Cancer Society (ACS) collects the 

latest information and reports each year on the 

incidence, mortality, and outcomes of cancer in 

collaboration with two centers called the 

Central Cancer Registry and the National 
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Center for Health Statistics [1]. According to 

the World Health Organization (WHO), the 

projected data from 2030 to 2040 is concerning. 

It suggests that around 11.2 to 13.4 million 

individuals may die from this illness by 2030, 

and by 2040, approximately 27.5 million people 

will be affected by it [2]. The treatment plan and 

amount of medication given depend on the 

tumor stage (the stage of the tumor refers to 

how advanced it is and whether it has spread to 

other parts of the body), patient's weight, 

immunity level (white blood cell count), any 

existing illnesses, organ function, drug 

interactions, and the patient's age [3]. Based on 

these factors, the healthcare provider will 

determine the most appropriate treatment plan, 

which may include surgery, radiation therapy, 

chemotherapy, targeted therapy, 

immunotherapy, or a combination of these 

approaches. The dosage and type of medication 

given will also depend on these factors. It is 

important for the healthcare team to assess 

these factors and create an individualized 

treatment plan for each patient to optimize their 

chances of successful treatment while 

considering their specific circumstances. Given 

the severity of cancer, any method that 

improves the effectiveness of treatment, 

leading to decreased harm to organs and lower 

rates of morbidity, is highly sought after. 

Implementing reinforcement learning 

techniques can help mitigate complications and 

address time constraints associated with 

administering chemotherapy in cancer 

treatment [4]. 

Chemotherapy is a crucial component of cancer 

treatment, but it is not without its challenges. In 

addition to targeting cancer cells, 

chemotherapy can also affect healthy cells, 

leading to various side effects such as fatigue, 

nausea, hair loss, and a weakened immune 

system. Furthermore, there may be limitations 

in terms of the duration and frequency of 

chemotherapy sessions, as well as the tolerance 

level of patients to the treatment. Despite these 

complexities and drawbacks, chemotherapy 

remains a valuable therapeutic tool in the fight 

against cancer, often used in conjunction with 

other treatments to achieve the best possible 

outcomes for patients [5]. Control theory, a 

branch of mathematics and engineering that 

deals with the behavior of dynamical systems, 

has recently been proposed as a potential tool to 

improve the efficacy of cancer chemotherapy 

[6]. 

In the modern world, mathematical models play 

a crucial role in understanding and optimizing 

cancer treatment strategies. These models help 

researchers and clinicians simulate the complex 

dynamics of tumor growth, drug interactions, 

and treatment response, allowing for 

personalized and precise approaches to therapy. 

By incorporating data-driven mathematical 

simulations, healthcare professionals can tailor 

cancer treatments to individual patients, predict 

outcomes, optimize drug dosages, and explore 

novel therapeutic interventions. Overall, 

mathematical modeling has revolutionized the 

field of cancer treatment by providing valuable 

insights and guiding decision-making processes 

to improve patient outcomes and quality of care 

[7,8]. A cancer dynamics model needs to take 

into consideration the growth of the tumor, the 

response of the immune system to the tumor 

growth, and the impact of chemotherapy on 

immune cells, normal cells, and tumor growth 

[3]. In summary, utilizing mathematical models 

to control and optimize chemotherapy drug 

dosage enables precision medicine, predicts 

drug response, optimizes treatment schedules, 

reduces trial and error, and enhances safety and 

efficacy in cancer therapy. 

Reinforcement learning has shown promise in 

the field of chemotherapy drug control and 

optimization. Chemotherapy treatment often 

involves dosing medications at specific 

intervals and monitoring the patient's response 

to determine the effectiveness of the treatment. 

This process can be complex and time-

consuming, requiring constant adjustments to 

ensure the patient is receiving the right dosage 

and that side effects are managed effectively. 

Reinforcement learning algorithms can be used 

to optimize chemotherapy drug control by 

learning from past treatment outcomes and 

adjusting dosages in real time based on patient 

response. These algorithms can also take into 
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account individual patient characteristics, such 

as age, weight, and genetic factors, to tailor 

treatment plans to each patient's unique needs. 

By using reinforcement learning in 

chemotherapy drug control, healthcare 

providers can potentially improve treatment 

outcomes, reduce side effects, and optimize 

drug dosages more efficiently. This can result 

in better patient outcomes, reduced healthcare 

costs, and a more personalized approach to 

cancer treatment. The study shows promising 

results in optimizing drug dosing for cancer 

chemotherapy treatment using RL, which could 

potentially improve patient outcomes and 

reduce side effects. 

Modeling and controlling the growth of cancer 

cells as well as determining the optimal drug 

dosage in cancer patients are challenging and 

complex subjects in the field of cancer. 

In [3, 9, 10, 11, 12] and [13] predominantly 

reinforcement learning methods have been used 

for cancer control and treatment. Specifically, 

in [3] Padmanabhan and her colleagues have 

suggested a closed-loop controller based on 

reinforcement learning in their work. They 

utilize Q-learning with a four-state 

mathematical model for cancer chemotherapy, 

which includes immune cells, normal cells, 

tumor cells, and drug concentration. The 

simulation of three disease ranges shows that 

the injected drug dose effectively eliminates the 

tumor. One notable advantage of their method 

is that it does not require a system model to 

create a controller. In another study by 

Padmanaban and colleagues [13], mentioned in 

Chapter 9 of the book "Control Applications for 

Biomedical Engineering Systems" [14], 

researchers have focused on investigating 

reinforcement learning-based control of drug 

dosing with applications in anesthesia and 

cancer treatment. The main goal is to determine 

and control the intravenous dosage of the 

anesthetic drug using a reinforcement learning 

algorithm called Q-learning. The drug used in 

this study is propofol for patients in the ICU, 

which is regulated by the Q-learning algorithm. 

The study demonstrated the efficacy of the Q-

learning algorithm in regulating the dosage of 

propofol for patients undergoing treatment. The 

authors demonstrate the effectiveness of the 

proposed approach through simulations and 

experiments, showing promising results in 

terms of improved treatment outcomes and 

reduced drug toxicity. In [9], researchers have 

proposed an optimal switching control strategy 

for drug therapy process in cancer 

chemotherapy. The proposed control algorithm 

dynamically adjusts the dosage and type of 

drugs administered based on real-time patient 

response data, tumor progression, and toxicity 

levels. The objective of the switching control is 

to maximize the therapeutic benefits by 

targeting the tumor cells while minimizing the 

detrimental effects on healthy tissues. A 

mathematical model of the tumor growth 

dynamics and drug pharmacokinetics is 

developed to simulate the patient's response to 

the treatment. The control algorithm 

incorporates a multi-objective optimization 

framework to simultaneously consider the 

trade-offs between tumor regression, toxicity 

reduction, and drug resistance. Simulation 

results demonstrate that the optimal switching 

control strategy outperforms traditional fixed-

dose protocols in terms of tumor suppression 

and patient survival rates. 

In [10], researchers have proposed a novel 

approach to optimizing dose-finding strategies 

using integral reinforcement learning. The aim 

is to develop a control algorithm that can 

adaptively adjust drug dosages based on patient 

responses to maximize efficacy while 

minimizing side effects. In particular, the use of 

integral reinforcement learning allows the 

algorithm to incorporate past experiences and 

account for the long-term effects of drug dosing 

decisions. This helps in fine-tuning the dosing 

strategy over time to achieve the best possible 

outcomes for patients. In [11], a novel approach 

for controlling tumor growth under anti-

angiogenic therapy using reinforcement 

learning algorithms (RL) has been proposed. 

Anti-angiogenic therapy is a promising strategy 

for cancer treatment that aims to inhibit the 

growth of blood vessels that supply nutrients to 

tumors. However, this therapy is often plagued 

by the development of resistance and rebound 
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effects, leading to tumor regrowth. Overall, this 

study highlights the potential of using 

reinforcement learning techniques to optimize 

cancer treatment strategies and improve 

outcomes for patients undergoing anti-

angiogenic therapy. In [12] authors have 

presented a supervised offline reinforcement 

learning approach for personalizing 

chemotherapy regimens for cancer patients. 

Offline reinforcement learning is a machine 

learning technique that allows for the 

optimization of treatment strategies based on 

historical data without the need for real-time 

feedback. First, a Markov Decision Process 

(MDP) framework is constructed for modeling 

the chemotherapy treatment process. The state 

space of the MDP includes patient and tumor 

characteristics, while the action space 

represents the chemotherapy drugs and doses 

that can be administered. The reward function 

captures the efficacy and toxicity of the 

treatment, with the goal of maximizing the 

former while minimizing the latter. Next, a 

deep Q-network (DQN) was trained using a 

dataset of historical patient records and 

treatment outcomes. The DQN learns to predict 

the optimal chemotherapy regimen for a given 

patient based on their individual characteristics 

and tumor type. By leveraging the rich 

information contained in the dataset, the model 

is able to generalize well to new patients and 

make personalized treatment 

recommendations. Overall, this study 

showcases the promise of supervised offline 

reinforcement learning for personalizing 

chemotherapy treatment decisions. 

Melanoma is a type of skin cancer that can be 

challenging to treat due to its aggressive nature 

and tendency to spread rapidly. Traditional 

cancer therapies often have toxic side effects 

that can be detrimental to patient health. In [15], 

Noori et al introduced the use of an eligibility 

traces algorithm to determine the optimal dose 

for controlling the population of cancer cells in 

melanoma patients. The eligibility traces 

algorithm is a reinforcement learning technique 

that allows for efficient learning from past 

experiences by assigning credit to actions that 

lead to positive outcomes. By applying this 

algorithm to the problem of determining the 

optimal dosage for cancer treatment, aim to 

identify a treatment regimen that maximizes 

anti-cancer effects while minimizing the 

occurrence of side effects. 

In [16], the authors also presented a novel 

approach to controlling cancer cells in a 

nonlinear model of melanoma by incorporating 

the uncertainty factor using the Q-learning 

algorithm under the Case-Based Reasoning 

(CBR) policy. The use of CBR policy allows us 

to make decisions based on past experiences 

and cases, enabling us to leverage the 

knowledge gained from previous treatments 

and outcomes to improve our current control 

strategies. By combining the Q-learning 

algorithm with the CBR policy, we can develop 

a robust and adaptive approach to controlling 

cancer cells in a nonlinear model of melanoma. 

Fuzzy logic is used to model the uncertainty and 

imprecision in the feedback signals from the 

tumor growth dynamics. The fuzzy logic 

controller provides a flexible and adaptive 

strategy for adjusting the chemotherapy drug 

dose based on the tumor's current state. Based 

on this, authors in [17] have proposed a new 

feedback control strategy for regulating tumor 

growth by limiting the maximum dose of 

chemotherapy using fuzzy logic. The proposed 

control system uses reinforcement learning to 

learn the optimal dose of chemotherapy drug to 

administer at each time step based on feedback 

from the tumor growth dynamics. The system is 

designed to minimize tumor growth while also 

limiting the maximum dose of chemotherapy 

drugs to prevent harmful side effects on the 

patient. 

There are many reasons to use reinforcement 

learning methods, some of which include: 

1. Flexibility: Reinforcement learning methods 

can be applied to a wide variety of tasks and 

environments, making them flexible and 

adaptable for different scenarios. 

2. Ability to learn from interactions: 

Reinforcement learning algorithms learn from 

trial and error by interacting with an 
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environment, enabling them to improve 

performance over time through experience. 

3. Autonomous  decision-making:  

Reinforcement learning methods enable 

machines to make autonomous decisions 

without the need for explicit programming, 

allowing them to adapt to changing conditions 

and learn from their mistakes. 

4. Handling complex, dynamic environments: 

Reinforcement learning methods are well-

suited for addressing problems in complex, 

dynamic environments where traditional 

algorithms may struggle, such as in robotics, 

autonomous driving, and game playing. 

5. Scalability: Reinforcement learning 

algorithms can be scaled up to handle large 

amounts of data and complex tasks, making 

them suitable for real-world applications in 

fields like healthcare, finance, and 

transportation. 

6. Continuous learning: Reinforcement learning 

algorithms can continuously learn and adapt to 

new information and changing conditions, 

allowing them to improve performance over 

time. 

7. Model-free learning: Reinforcement learning 

methods do not require explicit models of the 

environment, making them suitable for 

situations where the underlying dynamics are 

unknown or difficult to model accurately. 

Reinforcement learning can be used in the 

application of cancer chemotherapy drug 

dosage to optimize treatment outcomes and 

minimize side effects for patients. In this 

scenario, the chemotherapy dosage would be 

considered as the action taken by the system, 

and the outcome of the treatment, such as tumor 

size reduction and patient's quality of life, 

would be the reward signal. The reinforcement 

learning algorithm would learn from the 

feedback of previous treatments to adjust the 

dosage levels in subsequent rounds, aiming to 

find the optimal dosage that maximizes the 

treatment benefits while minimizing the 

negative side effects. By utilizing 

reinforcement learning in cancer chemotherapy 

drug dosage, oncologists can personalize 

treatment strategies for individual patients 

based on their response to the treatment, 

ultimately leading to better outcomes and 

improved patient care. 

This article is a review on the application of 

using Q-learning method, one of the 

reinforcement learning methods, in determining 

and controlling the dosage of chemotherapeutic 

drugs. In the following sections of this article, 

we will delve into a comprehensive 

examination of reinforcement learning 

concepts, particularly focusing on the Q-

learning method. 

This article is structured in 3 sections: materials 

and methods, Results and discussion and 

conclusions. 

II. MATERIALS AND METHODS 

This section outlines the mathematical model of 

depillis pharmacology, which is used to analyze 

the effectiveness of chemotherapy in treating 

cancer. It introduces the concept of 

reinforcement learning and describes how a 

controller is created using Q-learning to 

calculate and regulate the best dosage of 

medication for chemotherapy. 

A. Mathematical Model 

So far, a large number of mathematical models 

have been proposed for the growth of cancer 

cells, each of which has its advantages and 

disadvantages, and in fact, there is no correct 

answer as to which model is more realistic [7, 

8]. Mathematical models serve as valuable 

instruments in grasping the underlying 

mechanics of dynamic processes within cancer 

and are essential for investigating a wide range 

of scientific inquiries. The human body can be 

represented by a mathematical model, which 

can efficiently simulate complex systems at low 

costs. These models are useful for predicting 

the growth and spread of cancer cells, 

understanding the immune system's response, 

evaluating the impact of different cancer 

treatments, and assessing drug toxicity on 

healthy tissues. They can also help in studying 
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the interactions between various factors that 

contribute to tumor formation and predicting 

tumor size. By developing control models 

based on these mathematical models, we can 

improve drug prescription for cancer patients. 

A well-fitted mathematical model of cancer cell 

growth can provide valuable insights for 

analyzing the system accurately. 

Mathematical modeling can be applied to 

different aspects of cancer research, including 

tumor growth, mutations, metastasis, treatment 

methods like chemotherapy and 

immunotherapy, and the diversity of tumors. 

This is typically done through the use of 

differential equations for analytical simulation 

and modeling purposes [18,19]. 

The depillis model is a mathematical model 

used in epidemiology to simulate the spread of 

infectious diseases within a population. This 

model is one of the most comprehensive models 

proposed in the field of chemotherapy; because 

the reason and importance of using this model 

is the addition and impact of the drug on the 

expression of immune cells. In depillis 

mathematical model, the dynamics of normal 

cells, tumor cells, immune cells and drug 

concentration can be represented by a system of 

differential equations [3]. 

Let 𝑁(𝑡) be the population of normal cells at 

time 𝑡, 𝑇(𝑡) be the population of tumor cells at 

time 𝑡, 𝐼(𝑡) be the population of immune cells 

at time 𝑡, and 𝐷(𝑡) be the concentration of drug 

at time 𝑡. The model can be described by the 

following equations: 

 
𝑑𝐼

𝑑𝑡
(𝑡) = 𝑠 +

𝜌𝐼(𝑡)𝑇(𝑡)

𝛼 + 𝑇(𝑡)
− 𝑑1𝐼(𝑡)

− 𝑐1𝐼(𝑡)𝑇(𝑡) − 𝑎1(1

− 𝑒−𝐷(𝑡))𝐼(𝑡) 

 

𝑑𝑇

𝑑𝑡
(𝑡) = 𝑟1𝑇(𝑡)(1 − 𝑏1𝑇(𝑡))

− 𝑐2𝐼(𝑡)𝑇(𝑡)
− 𝑐3𝑁(𝑡)𝑇(𝑡) − 𝑎2(1

− 𝑒−𝐷(𝑡))𝑇(𝑡) 

 

(1) 

𝑑𝑁

𝑑𝑡
(𝑡) = 𝑟2𝑁(𝑡)(1 − 𝑏2𝑁(𝑡))

− 𝑐4𝑁(𝑡)𝑇(𝑡) − 𝑎3(1

− 𝑒−𝐷(𝑡))𝑁(𝑡) 

 

𝑑𝐷

𝑑𝑡
(𝑡) = −𝑑𝑈𝐷(𝑡) + 𝑢(𝑡) 

 

This model takes into account various factors 

such as the growth rate of the cancer cells, the 

effectiveness of the chemotherapy drugs, and 

the impact on the immune system. By varying 

the parameters in the model, researchers can 

predict how different treatment strategies will 

affect tumor growth and the overall outcome for 

the patient. The values of the parameters of this 

model are also shown in table 1. 

Depillis' model has been used to study optimal 

drug dosing regimens, the development of drug 

resistance, and the potential for combination 

therapies to improve treatment outcomes. By 

incorporating mathematical modeling into 

cancer research, scientists can better understand 

the complex interactions between cancer cells, 

chemotherapy drugs, and the immune system, 

ultimately leading to more effective treatment 

options for patients. 

B. Reinforcement learning 

Reinforcement learning, an exciting concept in 

machine learning, is rapidly progressing and is 

set to be a major advancement in artificial 

intelligence in the coming years. 

Reinforcement learning involves a machine 

learning method where an agent learns to make 

decisions through receiving feedback from its 

actions within an environment. The schematic 

of reinforcement learning operation is shown in 

Fig. 1. 

 

Fig.  1 Schematic of reinforcement learning 

operation. 
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The agent performs actions within the 

environment, receives either rewards or 

penalties as feedback, and adapts its behavior to 

maximize its rewards gradually. This process is 

rooted in the concept of trial-and-error learning, 

as the agent gains knowledge through practice 

and by engaging with its surroundings. This 

approach has shown promising results in 

various domains, such as game-playing, 

robotics, and autonomous driving [20,21]. By 

allowing agents to learn directly from 

interacting with their environment, 

reinforcement learning has the potential to 

create more autonomous and intelligent 

systems that can adapt to new situations and 

learn complex tasks without explicit 

programming. 

Types of reinforcement learning methods 

include Value-based methods, Policy-based 

methods, Model-based methods, Model-free 

methods, Actor-critic methods, multi-agent 

reinforcement learning methods and 

Hierarchical reinforcement learning methods. 

The method proposed in this article is among 

value-based methods. These methods involve 

estimating the value of state-action pairs to 

make decisions on which actions to take. The 

value of an action is typically defined as the 

expected cumulative reward that an agent can 

achieve by taking that action and following a 

certain policy thereafter. Overall, value-based 

methods in reinforcement learning are powerful 

techniques for learning optimal policies in 

environments with discrete or continuous 

action spaces. They provide a fundamental 

framework for understanding the trade-offs 

between different actions and guiding the agent 

towards achieving its goals. An example of 

value-based methods used is Q-learning. 

TABLE 1 PARAMETER VALUES OF THE DEPILLIS CHEMOTHERAPEUTIC 

MODEL [22]. 

Parameter 

 
Value Description 

𝑎1  0.2 
Fractional immune 
cell kill rate 

𝑎2  0.3 
Fractional tumor 

cell kill rate 

𝑎3  0.1 
Fractional normal 
cell kill rate 

𝑏1  
1 

Reciprocal 

carrying capacity 

of tumor cells 

𝑏2 
1 

Reciprocal 
carrying capacity 

of normal cells 

𝑐1  

1 

Immune cell 
competition term 

(competition 

between tumor 
cells and immune 

cells) 

𝑐2  

0.5 

Tumor cell 
competition term 

(competition 

between tumor 
cells and immune 

cells) 

𝑐3  

1 

Tumor cell 

competition term 

(competition 

between normal 

cells and tumor 
cells) 

𝑐4 

1 

Normal cell 

competition term 
(competition 

between normal 

cells and tumor 
cells) 

𝑟1 1.5 
Per unit growth 

rate of tumor cells 

𝑟2 1 
Per unit growth 
rate of normal cells 

𝑑1 0.2 
Immune cell death 

rate 

𝑑𝑈 1 
Decay rate of 
injected drug 

𝑠 0.33 
Immune cell influx 

rate 

𝜌 0.01 
Immune response 
rate 

𝛼 0.3 
Immune threshold 

rate 

 

C. Q-learning 

In Q-learning, an agent learns the value of each 

action in each state by updating a Q-table with 

learned rewards from interactions with the 

environment. The agent then selects actions 

based on the values in the Q-table [23]. Some 

of the key features of the Q-learning method 

include: 

1. Model-free: Q-learning is a model-free 

reinforcement learning algorithm, meaning that 

it does not require knowledge of the underlying 

dynamics of the environment. Instead, the agent 

learns through trial and error by interacting with 

the environment and updating its Q-values 

based on the rewards it receives. 

2. Q-values: In Q-learning, the agent maintains 

a Q-table that stores the expected rewards for 

each action in each state. The Q-value for a 
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particular state-action pair represents the 

expected cumulative reward that the agent will 

receive if it takes that action in that state and 

follows the optimal policy thereafter. 

3. Exploration vs exploitation: To balance 

exploration (trying new actions to discover the 

optimal policy) and exploitation (taking the 

best-known action to maximize rewards), Q-

learning uses an epsilon-greedy strategy. This 

means that the agent will choose a random 

action with probability epsilon and the best-

known action with probability 1-epsilon. 

4. Bellman equation: Q-learning updates its Q-

values using the Bellman equation, which states 

that the expected cumulative reward for a state-

action pair should be equal to the immediate 

reward obtained by taking that action plus the 

expected cumulative reward of the next state-

action pair. 

5. Convergence: Q Learning is guaranteed to 

converge to the optimal policy under certain 

conditions, such as having a finite state and 

action space, and that the agent visits all state-

action pairs infinitely often. 

6. Off-policy: Q-learning is an off-policy 

algorithm, meaning that it can learn from any 

policy, not just the one it follows. This property 

allows the agent to learn from past experience 

and improve its policy over time. 

7. Suitable for discrete actions: Q-learning is 

best suited for environments with a discrete 

action space, as it requires calculating Q-values 

for each possible action in each state. For 

continuous action spaces, techniques such as 

Deep Q-learning are typically used. 

Overall, Q-learning is a versatile and effective 

reinforcement learning algorithm that has been 

successfully applied to a wide range of 

problems, including game playing, robotics, 

and autonomous driving [23]. 

In the Q-learning algorithm process, it learns 

the Q-value function 𝑄(𝑠, 𝑎); meaning how to 

take action "𝑎" in a specific state "𝑠". The goal 

of the agent in Q-learning is to maximize the Q-

value, ultimately leading to the most optimal 

decision-making process. The value of Q-

learning is obtained using the Bellman 

equation. The Bellman equation is expressed as 

follows: 

 

𝑉(𝑠) = max[𝑅(𝑠, 𝑎)

+ 𝛾∑𝑃(𝑠′|𝑠, 𝑎)𝑉(𝑠′)

𝑠′

] 

(2) 

 

In Fig. 2, we have shown the steps of executing 

the Q-learning algorithm in the form of a 

flowchart: 

 

 
Fig.  2 Flowchart of the steps of implementing the Q-

Learning algorithm. 

Updating the Q-table is done by equation 3: 

 

𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎) + 𝛼[𝑅(𝑠, 𝑎)
+ 𝛾𝑚𝑎𝑥𝑄′(𝑠′, 𝑎′)] 

(3) 

 

In the above equation, α is the learning rate, γ is 

the discount factor, and 𝑚𝑎𝑥𝑄′(𝑠′, 𝑎′) 
represents the maximum Q value of the next 

state. Following the flowchart of the Q-learning 

algorithm in Fig. 3, in the second step, the agent 

must choose an action according to a policy that 

balances exploitation (using previously known 

information to maximize reward) and 

exploration (finding more information about the 

environment). This policy selection is done 

through two common methods: empirical search 

and random policy. Typically, the idea and 

method used in this algorithm are based on 

empirical search and the epsilon-greedy 

strategy; this is because the agent increases its 

confidence in finding the optimal solution by 

exploring the environment more. This method 
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usually selects the action that is estimated to 

have the highest reward in most cases. In the 

next section, we investigate the design of a Q-

learning-based controller for determining the 

optimum drug dosage in cancer and then present 

the relevant results. 

D. Depilis model review and controller 

design 

Understanding the dynamics of the model in 

order to determine the equilibrium points of the 

system and their stability is necessary; 

therefore, equilibrium points without tumor that 

are stable in the limited treatment time are 

defined as follows [17]: 

(
1

𝑏2
, 0,

𝑠

𝑑1
) 

(4) 

As it is evident, at this point, there are zero 

tumor cells and immune and normal cells 

present. The point achieved will be under our 

ultimate goal at the end of chemotherapy [17]: 

 

 

(𝑁, 𝑇, 𝐼) → (1,0,1.65) (5) 

 

Using the dynamic model of depillis and with 

the help of the Q-learning algorithm, we design 

a controller to minimize or eliminate tumor 

cells (reduce tumor volume or eradicate it) and 

also maintain immune cells at a certain level. 

Our environment is an optimal drug dosing 

control system in cancer patients, where tumor 

cells and immune cells are considered as system 

states, and the amount of prescribed drug dose 

is considered as the system action. The drug 

dose amount in the current research is specified 

in the range [0,1]. Therefore, our state space in 

this research is a two-dimensional state space. 

In the training stage for determining states, we 

define a range where this range is defined as 

0+0.3×rand() for tumor cells and 0.15+(2-

0.15)×rand() for immune cells; meaning that for 

tumor cells, a random number between 0 to 0.3 

and for immune cells, a random number 

between 0.15 to 2 is chosen. Then, based on the 

division of state space for these two variables 

and the formation of a Q-table in each 

generation of current state values, one of the 

states in the table is selected. In order to 

evaluate the reward, the following method was 

used: 

{
𝑖𝑓𝑡𝑢𝑚𝑜𝑟𝑐𝑒𝑙𝑙 = 0, 𝑟 = 10,

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝑟 = 1.
 

(6) 

In this way, in each iteration, the values of Q-

table are completed and updated, and 

eventually, the complete table is obtained. After 

completing the table and also determining the 

specific initial states for normal, tumor, and 

immune cells, the training process continues 

until the end of the training, where the number 

of cancer cells reaches a minimum or zero and 

the immune and normal cells also reach a 

specified desired level. 

Initial conditions are also defined for three 

normal, tumor, and immune cells as 1, 0.25, and 

0.15, respectively. The values of Q-learning 

parameters are defined according to the table 

below: 

Table 2  Reinforcement learning parameters. 

Parameter Value Description 

𝛾 0.8 Discount factor 

ƞ 0.2 Learning rate 

𝜀 0.05 
Greedy learning 
parameter 

 

III. SIMULATION 

For simulation purposes, we first examine the 

model without the impact of the drug; for this 

purpose, using the mathematical equations of 

the depillis model and also the parameters in 

Table 1, we observe the changes obtained in the 

absence of drug effect, and then by entering the 

drug, we focus on controlling and determining 

the optimal drug dose in the chemotherapy 

process for cancer patients using the Q-learning 

method. Therefore, in order to display the chart 

of the change, we first convert the depillis 

model equations according to the relationships 
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(1) to (4), which are continuous, to discrete. 

With high precision in discretization, the output 

results of the graph should be similar to the 

original model results [3]. The chart of changes 

in the discretized model in the absence of drug 

influence is shown in Fig. 3. 

 

Fig. 3 Discretization model in the absence of drug 

effect. 

As seen in Fig. 3, in the early stages of cancer 

cell growth in the patient's body, immune cells 

try to fight against cancer cells, but over time, 

due to the weakening of the immune cells, 

cancer cells grow and multiply more and more 

until they cover the entire surface of the curve 

and system; furthermore, immune and normal 

cells quickly reach their lowest vital limit and, 

in this situation, the patient will lose their life 

[22]. 

Now we need to simulate the model in the 

presence of drug input using the q-learning 

method. As mentioned earlier, we use the 

epsilon-greedy method to determine the 

optimal drug dose, in this method, due to the 

use of the rand() function, we will observe 

different results in the output. In this method, 

usually the experiment is conducted for 10 

different scenarios and then the average of these 

10 scenarios is calculated. However, the 

important point is that taking 10 runs and 

averaging the results is only valid under the 

assumption that we can fully complete table Q; 

whereas in implementation, with a higher 

number of training iterations (assuming a total 

of 10,000 episodes), there will be no need for 

multiple runs. When we want to use the learned 

Q-table for simulation, there is no longer a 

random state; this is because the Q-table has 

been ideally or close to ideally trained during 

the training phase. Therefore, the small 

difference observed in each execution of the 

program is the result of using the same ε-greedy 

method in the training phase. The following 

figures display various types of simulated 

charts using the Q-learning method: 
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Fig. 4 (a,b,c,d) Optimal control of model with Q-

learning algorithm in the presence of drug influence. 

Figure 4 diagrams all represent optimal control 

of cancer drug dosage using the q-learning 

method; however, as it is evident, a slight 

difference in each execution can be seen in the 

diagrams, which is the effect of using the ε-

greedy method in the training phase. 

Furthermore, changing the input range of tumor 

and immune cells at the beginning of forming 

the q-table also results in noticeable changes. It 

should also be noted that different values for the 

gamma variable do not lead to significant 

changes. 

As you can see in Fig. 4(d), the tumor cells 

reach zero at a longer period, which is the 19th 

day. The reason for the change in the behavior 

of the graph, in this case, is that only data with 

very low tumor amounts have been given to the 

model, so the model does not see any data with 

higher tumor amounts to make decisions about 

cases with more tumors. For more details on the 

implementation of the Q-learning algorithm, 

refer to [3,24]. In the next section, we will 

examine the results of implementing this 

method to control the dosage of 

chemotherapeutic drugs and delve into the 

discussion. 

IV. RESULT AND DISCUSSION 

In this part, we provide examples with numbers 

to show how effective the suggested RL method 

is for controlling cancer chemotherapy drug 

doses in a closed-loop system. Researchers 

conducted three experiments on three groups of 

young patients, elderly patients, and pregnant 

women to investigate the proposed controller, 

here only two of them have been studied [3,17]. 

A. Young patient 

When treating a young patient with cancer, an 

oncologist prioritizes reducing the number of 

cancer cells quickly to prevent metastasis, even 

though this may result in damage to normal 

cells and immune cells. The body's ability to 

regenerate normal cells, which may be 

decreased as a side effect of chemotherapy, is 

more robust in young patients [3]. The body of 

a young patient can eliminate tumor cells due to 

the strength of the immune system. Therefore, 

if we consider the parameter s to be 0.33 in the 

depillis model, the output graph would appear 

as shown in Fig. 4(a). 

B. Elderly patient 

If we consider an elderly patient with weak 

immune cells, meaning we assume the value of 

s to be 0.2, in this condition the output graph 

will be transformed into Fig. 5. 
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Fig. 5 Optimal control model for untreated elderly 

patient. 

As can be seen, tumor cells have reached zero 

at the end of treatment, while the rate of 

immune cells has decreased to 1. In such 

conditions, to treat, immunotherapy should be 

used in addition to chemotherapy to improve 

these lost immune cells. The immunotherapy 

used is modeled by the equation below [17]: 

𝑑𝑠

𝑑𝑡
(𝑡) = 𝜇𝑠𝑣𝑣(𝑡)(1 −

𝑠

𝑘𝑠
) 

(7) 

The therapeutic effect of immunotherapy with 

𝑣𝑣 (𝑡) ≥ 0 has been shown. The values of 𝜇𝑠 
depend on the dynamics of the parameter 𝑠 . 

This coefficient saturates to the final limit 𝑘𝑠, 
which is related to the biological constraints of 

body organs and the accumulation of external 

effects [17,25]. 

The output chart after chemotherapy treatment 

along with immunotherapy is shown using 

relationship 9 in Fig. 6. 

 
Fig. 6 Optimal control model for treated elderly 

patient. 

Chemotherapy involves using drugs to kill 

cancer cells, while immunotherapy works by 

boosting the body's natural defenses to help the 

immune system recognize and attack cancer 

cells. When these two treatments are combined, 

they can have a synergistic effect and offer a 

more effective way to treat cancer. By 

combining chemotherapy with immunotherapy, 

doctors can potentially lower the dosage of 

chemotherapy drugs needed to achieve the 

desired effect, reducing the likelihood of side 

effects and toxicity. One way that doctors can 

control the optimal drug dosage when using a 

combination of chemotherapy and 

immunotherapy is through careful monitoring 

and adjustment of treatment plans. 

The use of both chemotherapy and 

immunotherapy allows for a more personalized 

treatment plan for the elderly patient. 

Combining chemotherapy with immunotherapy 

can enhance the overall effectiveness of the 

treatment by targeting cancer cells through 

different mechanisms. This can potentially lead 

to better outcomes for the elderly patient. By 

carefully monitoring and controlling the dosage 

of each drug, doctors can potentially reduce the 

risk of side effects associated with 

chemotherapy and immunotherapy. This is 

especially important for elderly patients, who 

may be more susceptible to adverse reactions. 

Studies have shown that combining 

chemotherapy with immunotherapy can lead to 

improved survival rates for cancer patients, 

including elderly individuals. By controlling 
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the optimal drug dosage, doctors can potentially 

increase the chances of successful treatment 

outcomes for elderly patients. 

In this article, three scenarios were considered 

in order to investigate the effect of noise on the 

controller: the first scenario is adding noise 

only during the training phase, the second 

scenario is adding noise only during the 

simulation phase, and the third scenario is 

adding noise in both phases. Three values (0.25, 

0.5, 1) were chosen for the percentage of noise. 

The noise is generated as a percentage of a 

randomly generated normal value that has been 

scaled to the desired variable value. The method 

of adding noise in the simulation stage was 

performed as follows: 

After determining the initial state to start the 

simulation, a certain percentage of noise is 

added based on the range of the variable of 

interest, and the index of the Q-table is selected 

based on the noisy variable for updating. 

However, in the stage of obtaining the next state 

variables of the problem (calling the depillis 

model function), noise-free data is used. In this 

way, the added noise can be considered a 

measurement error in the simulation stage. 

(This means we have an error in measurement 

but in reality, the levels of different cells in the 

patient will change regardless of our 

measurement, so the noise-free value is given to 

the model). 

Also, in the training phase, noise is added 

similar to the simulation phase, but with the 

difference that in the training phase, the current 

state is randomly selected in each iteration. The 

experiment conducted for different noise levels 

did not result in any significant difference in the 

performance of the model, and even when 

adding noise in both phases, a suitable and 

stable performance was observed. 

In Figs. 7-9, charts related to adding noise to the model 

are shown 

 

 
Fig. 7 Optimal control model in the presence of noise 

(only during the training phase). 
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(a) 

 
(b) 

 
(c) 

Fig. 8 Optimal control model in the presence of noise 

(only during the simulation phase). 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 9 Optimal control model in the presence of noise 

(In both stages of training and simulation). 

Overall, the effect of adding noise to the Q-

learning controller for determining cancer drug 

dosages will depend on the specific 

implementation and the balance struck between 

exploration and exploitation. Proper tuning and 

optimization of the noise parameters will be 

crucial in achieving the desired balance 

between exploration and exploitation while 

ensuring the safety and effectiveness of the 

treatment. 
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The benefit of the RL-based approach is its 

capability to develop a controller without the 

need for a system model. 

Traditional chemotherapy dosage 

determination often relies on a trial-and-error 

approach, leading to suboptimal treatment 

outcomes and increased risk of side effects. 

Reinforcement learning-based controllers can 

expedite the dosage optimization process by 

continuously learning from patient responses 

and making data-driven decisions, reducing the 

need for trial-and-error approaches. 

Reinforcement learning algorithms can 

continuously learn and adapt to new 

information and patient responses, leading to 

ongoing improvements in treatment outcomes 

over time. This continuous learning process can 

help in refining the dosage regimen to achieve 

better long-term outcomes for cancer patients. 

When comparing our simulation findings to 

those reported in [3], we observe that both 

approaches yield very similar outcomes. In both 

instances, the tumor is eliminated through the 

use of optimal chemotherapy dosages, and the 

controllers prove to be resilient to changes in 

parameters. Simulation and differential 

equations described have been implemented 

using MATLAB software. 

V. CONCLUSIONS AND FUTURE 

WORK 

In this paper, the application and efficiency of a 

reinforcement learning-based controller in 

determining the optimal dosage of 

chemotherapy drugs were investigated. One of 

the primary goals of determining the dosage of 

chemotherapeutic drugs using Q-learning is to 

maximize the efficacy of the treatment. Another 

important goal is to minimize the toxicity of the 

treatment. Chemotherapeutic drugs can have 

significant side effects, so it is important to find 

the right dosage that will effectively treat the 

cancer while minimizing harm to the patient's 

healthy tissues. Q-learning can help doctors 

find the optimal balance between efficacy and 

toxicity. In the context of chemotherapy dosage 

optimization, the environment could be the 

patient's body, where the agent (in this case, the 

Q-learning algorithm) needs to determine the 

optimal dosage of the chemotherapeutic drug to 

administer based on factors such as the type of 

cancer, the patient's age and overall health, and 

the drug's pharmacokinetics. The reward in this 

case could be a combination of factors, such as 

the reduction in tumor size, the patient's overall 

health, and the absence of severe side effects. 

The Q-learning algorithm would learn from 

experience by iteratively adjusting the dosage 

of the chemotherapeutic drug based on the 

feedback it receives from the environment. 

Over time, the algorithm would converge on an 

optimal dosage that maximizes the reward 

while minimizing the side effects. In order to 

evaluate the RL-based method, noise was 

applied to the controller. One of the main 

advantages of RL-based controllers is their 

ability to learn and adapt to new environments 

and tasks without the need for extensive hand-

coding or pre-programming. RL algorithms 

work by interacting with the environment and 

receiving feedback in the form of rewards, 

which allows them to learn optimal actions that 

maximize long-term rewards. This adaptability 

makes RL controllers well-suited for complex 

tasks or environments where traditional control 

methods may struggle to find a solution. 

Additionally, RL controllers can handle non-

linear, high-dimensional, and uncertain 

systems, making them a versatile and powerful 

tool in the field of control systems. 

RL-based controllers are trained on a specific 

dataset and may not generalize well to new or 

unseen data. This could lead to suboptimal dose 

determination in real-world scenarios. One of 

the future works could be to investigate the use 

of deep reinforcement learning algorithms for 

determining drug doses in clinical settings. This 

could involve developing more sophisticated 

Q-learning algorithms that can handle the 

complexities of individual patient responses 

and varying drug interactions. Examining the 

integration of reinforcement learning with other 

machine learning techniques, such as deep 

learning or natural language processing, to 

improve the accuracy and efficiency of drug 

dosage determination algorithms. 
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  Radiotherapy is a common method for treating cancer, but it can have unintended side effects such as 

cognitive impairment (anxiety). This study aims to investigate the dosimetry impact on cognitive impairment 

including anxiety caused by radiotherapy for head, neck, and brain tumors based on treatment planning 

systems. This analytical cross-sectional study was conducted in 2024 at the Isfahan Radiotherapy Center 

(Seyed al-Shohada Hospital). It involved 30 patients with head, neck, and brain tumors who underwent 

radiotherapy using treatment planning systems (Prowess Panther). The treatment planning system (TPS), 

Prowess Panther, accurately calculated the radiation doses to brain structures associated with cognitive 

functions like memory, which helped assess the link between radiation exposure and anxiety. The doses 

received by brain structures related to memory (amygdala) were calculated using the treatment planning 

systems (Prowess Panther) and compared with the incidence of cognitive impairment (anxiety). Data analysis 

was performed using SPSS-24 software and analyzed. Results indicated a significant correlation between the 

doses received by memory-related brain structures and the incidence of anxiety. Specifically, 23.3% of patients 

experienced mild or higher anxiety levels (score of 14 or more), with an average anxiety score of 8.63 (±3.56). 

The patient treatment outcomes showed that most of them well responded to radiotherapy. However, those 

receiving higher doses of memory-related brain structures experienced increased anxiety, which may affect 

long-term recovery. These patients had higher average, maximum, and minimum doses compared to those who 

did not experience anxiety after treatment. These findings suggest that precise dosimetry of memory-related 

brain structures in radiotherapy planning may help mitigate the risk of developing memory-related 

neurocognitive disorders, thereby improving patient outcomes. 
 

 

 

 

 

I. INTRODUCTION 

Cancer, a leading cause of death globally, 

accounted for approximately 10 million deaths 

in 2020 alone [1]., characterized by the rapid 

and uncontrolled growth of abnormal cells that 

can metastasize to other organs. [2,3]. This 

uncontrolled proliferation can result from 
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minor disruptions in the regulatory signals 

governing normal cell growth, leading to 

significant health impacts, particularly in 

developing countries where cancer-related 

mortality is steadily increasing [4,5]. 

Radiotherapy is one of the primary treatment 

methods for cancer, and it is estimated that 

more than half of cancer patients will undergo 

radiotherapy during their treatment. In this 

method, high-energy rays such as X-rays, 

gamma rays, or electrons with controlled 

energy are used to destroy or shrink cancer 

cells. Radiotherapy can be used alone to treat 

certain types of cancer. It can also be used in 

conjunction with other treatment methods such 

as surgery or chemotherapy [6]. 

A brain tumor refers to an abnormal growth of 

cells within the brain or spinal canal. The 

growth of these tumors can lead to increased 

pressure inside the skull and spinal canal. The 

origin of the tumor can be from brain tissue 

itself or it can spread to the brain from 

elsewhere (metastasis). Generally, a brain 

tumor is an abnormal mass (neoplasm) inside 

the skull or spinal canal. Brain tumors are 

categorized into two types: benign (non-

cancerous) and malignant (cancerous) [7,8]. 

Today, the choice of radiotherapy technique for 

brain tumors is usually between three-

dimensional conformal radiotherapy (3-D 

CRT), intensity-modulated radiation therapy 

(IMRT) with fixed beam angles, or volumetric 

modulated arc therapy (VMAT). The selection 

of the appropriate method depends on various 

factors, such as the type and location of the 

tumor, the overall health of the patient, and the 

availability of equipment and treatment 

facilities [9]. 

Radiotherapy, a common cancer treatment, can 

have a range of side effects that vary depending 

on the treated area, radiation dose, and the 

patient's overall health [10]. When treating head 

and neck cancers, the brain often receives 

incidental doses of radiation, potentially 

causing neurocognitive changes and affecting 

the patient's quality of life [22,23]. 

Radiotherapy, a common method for cancer 

treatment, can damage not only cancerous cells 

but also healthy brain and nervous system cells. 

This damage can lead to various neurological 

disorders, including memory problems. One of 

the most common cognitive disorders 

associated with radiotherapy is memory 

impairment. It is estimated that 20 to 50 percent 

of patients undergoing radiotherapy for head 

and neck cancers or brain tumors experience 

varying degrees of memory impairment. 

Symptoms of memory impairment in 

radiotherapy patients may include [11]: 

• Difficulty Learning and Retaining New 

Information: Patients may have trouble 

learning new things such as names, dates, or 

directions. 

• Difficulty Remembering Old Information: 

Patients may struggle to recall information they 

previously knew, such as past events or 

personal details. 

• Difficulty with Concentration and 

Attention: Patients may find it challenging to 

focus on a task or conversation for extended 

periods. 

• Difficulty Finding Words: Patients may 

have trouble finding the right words to express 

their thoughts [12]. 

There is no definitive treatment for memory 

impairment in patients undergoing 

radiotherapy, but various methods can help 

manage this issue, including [13]: 

• Cognitive Strategies: Patients can use 

various strategies such as making lists, using 

calendars, and setting reminders to assist with 

their memory. 

There is no definitive treatment for memory 

impairment in patients undergoing 

radiotherapy, but various methods can help 

manage this issue, including [13]: 

• Cognitive Strategies: Patients can use 

various strategies such as making lists, using 

calendars, and setting reminders to assist with 

their memory. 
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• Cognitive Exercises: Some studies have 

shown that cognitive exercises can help 

improve memory in patients undergoing 

radiotherapy. 

• Medications: Certain medications, such as 

cholinesterase inhibitors, may help alleviate 

symptoms of memory impairment in some 

patients. 

Anxiety is a natural and common reaction to 

stress or danger. It is an uncomfortable and 

nervous feeling or state associated with various 

physical and psychological symptoms [14]. 

Symptoms of anxiety include [15]: 

• Physical Symptoms: Palpitations, sweating, 

trembling, rapid breathing, muscle pain, dry 

mouth, nausea, headache, dizziness, fatigue. 

• Psychological Symptoms: Feelings of 

nervousness or agitation, difficulty 

concentrating, irritability, restlessness, trouble 

sleeping, feelings of fear or panic, negative 

thoughts. 

This study aims to investigate the dosimetric 

impact of radiotherapy on cognitive 

impairment, specifically focusing on anxiety 

levels in patients with head, neck, and brain 

tumors. The study aims to derive the dosimetric 

data from the patient's plan created within the 

TPS. By assessing doses received by memory-

related brain structures, especially the 

amygdala, the correlation between radiation 

exposure and the incidence of anxiety in this 

patient population was examined. 

II. MATERIAL AND METHODS 

In this study, data related to radiotherapy doses 

and clinical characteristics of patients 

undergoing radiotherapy for brain, head-and-

neck tumors were collected over a two-month 

follow-up period. This information included the 

contouring of organs associated with 

neurological anxiety-related complications. 

The Prowess Panther is employed as a 

treatment planning system (TPS). In this study, 

30 patients who followed inclusion and 

exclusion criteria and provided written consent 

were examined. 

Using Equation 1 and the data from prior 

studies, an initial sample size of 25 was 

calculated to study neurological side effects 

from radiotherapy. Accounting for a 30% non-

cooperation rate, the final sample size was 

adjusted to 30, with participants selected from 

the Isfahan radiotherapy center (Seyed al-

shahada Hospital) 

𝑛 =
𝑍1−𝛼
2 .𝑝(1−𝑝)

𝑑
2      (1) 

𝑍1−𝛼
2 = (1.96)2 

𝑝 = 0.04 
𝛼 = 0.05 
𝑑 = 0.10 

Selection Criteria: 

1. Adults (aged 18 and above) with a diagnosis 

of brain or head-and-neck tumors undergoing 

radiotherapy. 

2. Patients who provided written informed 

consent to participate in the study. 

3. Patients able to complete follow-up 

evaluations during the 2-month study period. 

Exclusion Criteria: 

1. Patients with pre-existing neurological 

disorders (such as epilepsy, dementia, or 

significant cognitive impairments) that could 

confound the study results. 

2. Patients with metastatic brain tumors or 

tumors outside the scope of the study (i.e., non-

head-and-neck regions). 

3. Patients who experienced significant 

complications during treatment, such as severe 

infections or other conditions that required 

immediate medical intervention. 

4. Patients unable or unwilling to complete the 

Beck Anxiety Inventory or follow-up 

assessments. 
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The aim of this study was to assess grade 1 

toxicity related to cognitive neurological 

disorders (according to CTCAEv4.03), 

meaning that the patient should be able to 

maintain independence in performing daily 

activities. Patient follow-up was conducted in 

two stages: 1) before the start of radiotherapy 

and 2) 2 months after the completion of 

radiotherapy. At each stage, patients were asked 

to complete a questionnaire to collect clinical 

information. 

In this study, information was collected in three 

stages: 

A. Treatment Planning and Contouring: 

 During the treatment planning stage for 

patients with brain tumors, a three-dimensional 

conformal radiation therapy (3D-CRT) 

technique was utilized. Each patient's treatment 

plan included the careful contouring of organs 

at risk, with a specific focus on the amygdala 

due to its association with cognitive functions. 

To reduce the risk of cognitive impairment 

associated with radiation exposure, the 

maximum dose to the amygdala was restricted 

to 20 Gy. Additionally, the mean dose was 

maintained below 12 Gy. This is recommended 

to minimize neurological side effects while 

effectively targeting the tumor [25,26]. 

B. Data Extraction:  

Patient records were reviewed, and the 

necessary clinical and dosimetry information, 

including the prescribed dose for the mentioned 

organs, was extracted. 

C. Patient Follow-up:  

Patients were followed up for two months after 

the completion of radiotherapy to assess the 

occurrence of anxiety-related neurological side 

effects. 

All patients were followed up for 2 months to 

assess potential neurological side effects of 

radiotherapy, including anxiety. 

Anxiety is a natural bodily response to 

challenges and dangerous situations. This 

response is associated with symptoms such as 

palpitations, muscle tension, and mental 

worries. While anxiety can be beneficial at 

normal levels, it can sometimes escalate into 

uncontrollable and excessive fear and worries, 

causing disruptions in an individual's daily life. 

The Beck Anxiety Inventory (BAI) is a tool 

designed to measure the level of anxiety in 

individuals. This questionnaire consists of 21 

questions that are designed to be easily 

answered by people of all ages, including both 

adolescents and adults. As previously 

mentioned, individuals answer these questions 

based on their perceptions of their 

characteristics and traits. The questions cover a 

broad range of topics, including the following: 

 Feeling hot 

 Trembling legs 

 Palpitations 

 Fear of impending disaster 

 Numbness and tingling 

 Nervousness 

 Panic 

 Shaking hands 

 Dizziness and confusion 

 Feeling unsteady 

 Fear of losing control 

 Difficulty breathing 

 Feeling weak 

 Muscle tension 

 Fear of death and oblivion 

 Fainting and weakness 

 Startling easily 

 Indigestion 

 Blushing and flushing 

 Sweating 

Each question is answered based on the severity 

of the symptoms experienced, and responses 

are scored from 0 to 3, with the total score 

ranging from 0 to 63. This inventory helps in 

evaluating the intensity of anxiety symptoms 

and can aid in understanding the impact of 

anxiety on daily functioning [16]. 

0 to 13: Mild or no symptoms of anxiety and 

depression 

14 to 19: Mild anxiety and depression 
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20 to 28: Moderate anxiety and depression 

29 to 63: Severe anxiety and depression 

In this study, mild or higher anxiety and 

depression (a score of 14 or more) were 

considered as the endpoint. The questionnaires 

used in this study are included. 

Besides, data were described using statistical 

measures such as mean, standard deviation, 

frequency, and percentage frequency. To 

compare two groups for significant differences, 

the Chi-square (χ²) test with an alpha level of 

0.05 was used. All statistical analyses were 

conducted using SPSS version 24, with a 

significance level of 5%. 

For the analysis of the Beck questionnaire, 

descriptive statistics including mean, standard 

deviation, frequency, and percentage frequency 

were employed. To assess the normality of the 

distribution of errors in quantitative variables, 

the Kolmogorov-Smirnov test was used. For 

inferential statistics, the Mann-Whitney U test 

and the Kruskal-Wallis test were applied. All 

analyses were performed in SPSS version 24, 

with a significance level of 5%. 

III. RESULT  

In this study, the 30 patients with cancers of the 

head, neck, and brain tumors, who were treated 

at the Isfahan Radiotherapy Center (Seyed al-

shahada Hospital) between 2023 and 2024, 

were examined. The average age of the patients 

was 44.6 years, with 70.0% of them being 

female. 66.7% of the patients received 

chemotherapy concurrently with radiotherapy, 

and 23.3% had a history of surgery. The oldest 

participant in this study was a 71-year-old 

woman, and the youngest was a 20-year-old 

woman. Eleven patients (36.7%) had a family 

history of cancer. The patients' body mass index 

(BMI) ranged from 18.5 to 24.9. (Table 1) 

TABLE 1: THE CLINICAL CHARACTERISTICS OF PATIENTS 

Frequency 

(Percentage) 
Levels of 

Variable 
Variable 

(3.33)7 20-35 age 

(3.33)33 36-50 

(0.30)9 51-70 

(3.3)3 >71 

(70)33  women sex 

9(30) Men 

(3.33)7 Yes Surgical History 

(7.77)33 No 

(7.37)33 Yes Underlying Disease 

(3.73)39 No 

(7.37)33 Yes Family History of 

Cancer 
(3.73)39 No 

(0.0)0 >18.5 Body Mass Index 

(BMI) 
(0.00)30 <18.5 

(7.37)33 24.9 

(3.3)3 >25 

0(0%) >29.9 

0(0%) <30 

0(0%) 39.9 

(.777)30 Yes Chemotherapy 

(.333)30 No 

 

Two months after the end of treatment, patients 

were examined for potential side effects. The 

findings of this examination are presented in 

Table 2 and illustrated in Fig. 1. As shown in 

Table 2 and Fig. 1, the average levels of anxiety 

were categorized as follows: 

TABLE 2: MEAN ANXIETY SCORES BASED ON QUESTIONNAIRE 

DIMENSIONS 

Dimension Mean (Standard 

Deviation) 

Frequently(

percent) 

Mild or No 

Depression (0 to 13) 

(57.0)31.2 21 (6.56) 

Mild Anxiety and 

Depression (14 to 19) 

0 0 (0) 

Moderate Anxiety 

and Depression (20 to 

28) 

22.75 (1.15) 4 (13.4) 

Severe Anxiety and 

Depression (29 to 63) 

39.66 (2.22) 3 (10.0) 

Total Anxiety 8.63 (3.56) 7 (23.3) 
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As indicated, the overall anxiety levels among 

the patients revealed that 23.3% experienced 

anxiety (score of 14 or more), while the average 

anxiety score was 8.63 (±3.56). 

 

Fig. 1: Mean Anxiety Scores Based on Questionnaire 

Dimensions 

The frequency of responses from cancer 

patients undergoing radiotherapy to various 

items on the Beck Anxiety Inventory is 

presented in Table 3 and illustrated in Fig. 2. 

The items with the highest percentage of "Not 

at All" responses included "Dizziness and 

Lightheadedness," "Variable (Unstable) 

Mood," "Feeling of Suffocation," "Hand 

Tremors," and "Difficulty Breathing," each 

receiving 80.0% of responses. 

TABLE 3: FREQUENCY OF RESPONSES TO VARIOUS ITEMS ON THE 

BECK ANXIETY INVENTORY 

Item Not at 

All 

(%) 

Slightly 

(Didn’t 

bother 

me 

much) 

(%) 

Moderat

ely (Very 

unpleasa

nt but I 

tolerated 

it) (%) 

Severely 

(I 

couldn't 

tolerate 

it) (%) 

1. Numbness 

and tingling 

60.0 23.3 13.3 3.3 

2. Feeling of 

warmth 

56.7 26.7 13.3 3.3 

3. Trembling in 

legs 

63.3 23.3 13.3 0.0 

4. Inability to 

relax 

70.0 16.7 13.3 0.0 

5. Fear of a bad 

event 

70.0 20.0 13.3 0.0 

6. Dizziness 

and 

lightheadedness 

80.0 13.3 10.0 0.0 

7. Palpitations 

and 

breathlessness 

76.7 10.0 10.0 3.3 

8. Variable 

(unstable) 

mood 
 

80.0 10.0 10.0 0.0 

9. Panic 
 

76.7 10.0 13.3 0.0 

10. 

Nervousness 

76.7 13.3 10.0 0.0 

11. Feeling of 

suffocation 

80.0 13.3 6.7 0.0 

12. Hand 

tremors 

80.0 10.0 10.0 0.0 

13. Body 

tremors 

76.7 16.7 6.7 0.0 

14. Fear of 

losing control 

76.7 16.7 6.7 0.0 

15. Difficulty 

breathing 

80.0 10.0 10.0 0.0 

16. Fear of 

dying 

76.7 16.7 6.7 0.0 

17. Fearful 

(state of fear) 

70.0 20.0 6.7 3.3 

18. 

Indigestion 

and stomach 

discomfort 

70.0 23.3 6.7 0.0 

19. Fainting 63.3 23.3 6.7 6.7 

20. Blushing 53.3 33.3 10.0 3.3 

21. Sweating 

(not due to 

heat) 

56.7 26.7 13.3 3.3 
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Fig. 2: Frequency of Responses to Various Items on 

the Beck Anxiety Inventory. 

A comparison of dosimetric data revealed that 

patients with anxiety complications received 

higher average, maximum, and minimum doses 

to the amygdala compared to those without 

complications. The average dose to the 

amygdala in patients with anxiety was 16.5 Gy 

(±3.2 Gy), while patients without anxiety had 

an average dose of 10.2 Gy (±2.8 Gy). The 

maximum dose recorded for the amygdala in 

the anxiety group was 24.0 Gy, while in the 

non-anxiety group, it was 15.0 Gy. These 

results indicate a significant correlation 

between radiation doses received by the 

amygdala and the incidence of anxiety in 

patients undergoing radiotherapy. 

IV. DISCUSSION  

Radiotherapy, as one of the three effective 

treatment methods for cancer, plays a key role 

in treating more than half of the patients. The 

main goal of radiotherapy is to inflict maximum 

damage to the tumor while causing the least 

damage to the surrounding healthy tissues. 

Therefore, in treatment planning, the priority is 

to apply the maximum dose to the tumor while 

considering dose limitations for the 

surrounding organs at risk (OAR). However, 

during radiotherapy, it is inevitable that doses 

also reach non-target tissues and organs also 

receive some level of radiation exposure, which 

can lead to side effects, both acute and long-

term. 

In patients undergoing treatment, while a 

considerable amount of research exists on the 

dosimetric aspects of radiotherapy and its 

immediate effects, there is limited literature 

exploring the psychological consequences, 

such as anxiety and depression. Furthermore, 

the role of these side effects on patients' quality 

of life is an area of growing concern. The 

present study contributes to this body of 

research by investigating the relationship 

between radiotherapy doses and the onset of 

anxiety in patients with head, neck, and brain 

tumors. 

Studies conducted on dosimetry, anxiety, and 

depression in patients undergoing radiotherapy 

are very limited and mostly focus on the impact 

of these side effects on patients' quality of life. 

McDowell and colleagues conducted a study in 

2018, the results of which were similar to the 

findings of the present study regarding the 

incidence of these side effects. In this study, 

most patients were treated with a dose of 2 Gy 
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per fraction. Consequently, 25 percent of the 

patients exhibited symptoms of depression and 

37 percent showed symptoms of anxiety, which 

had a significant impact on their quality of life 

[19]. These results are similar to the findings in 

our study, where 23.3% of patients experienced 

mild or higher levels of anxiety. 

Jaspers and colleagues conducted a study in 

2019 to investigate the impact of radiotherapy 

on the memory of patients with low-grade 

glioma. In this study, 29 patients were treated 

with DR-AVLT, and their memory was 

assessed before treatment and 18 months after 

treatment using the Auditory-Verbal Learning 

Test (AVLT). The results showed that 14 out of 

29 patients (48%) experienced learning 

impairments after radiotherapy [20]. While 

cognitive impairments were not directly 

assessed in our study, the link between 

radiotherapy and cognitive dysfunction may 

also contribute to the psychological symptoms 

of anxiety. 

Mr. Ma and colleagues, in a 2017 study titled 

"Prospective Evaluation of the Effects of 

Hippocampal Radiation Dose-Volume and 

Memory Deficits After Cranial Radiotherapy," 

examined the relationship between 

hippocampal radiation dose and memory loss in 

patients undergoing cranial radiotherapy. In 

this study, the HVLT/R test was used to assess 

patients' memory. The results indicated a direct 

relationship between the hippocampal radiation 

dose and memory decline across a wide range 

of doses. Specifically, receiving a 22 Gy dose 

to 50% of the hippocampus led to a 20% 

reduction in patients' memory [21]. Our 

findings also suggest a dose-dependent 

relationship between radiotherapy and 

psychological distress, specifically anxiety. 

In the present study, as shown in the table from 

the previous section, the side effect of anxiety 

was examined 60 days after treatment. 

According to the results from the previous 

chapter, mild or higher levels of anxiety and 

depression (a score of 14 or more) were 

considered the final side effects. Overall, 7 

patients experienced anxiety as a side effect. 

Additionally, the minimum, average, and 

maximum doses in patients with this side effect 

were significantly higher than in patients 

without the side effect. 

V. CONCLUSION 

In this study, the possibility of dosimetric 

comparison between patients with and without 

neuropsychological anxiety disorders 

undergoing treatment for head, neck, and brain 

tumors was investigated. The results showed 

that dosimetric factors were higher in patients 

with anxiety disorders compared to those 

without. However, to determine the impact of 

the dose per session on damage to the amygdala 

and other sensitive organs, more experimental 

studies and long-term patient follow-ups are 

needed to assess the effects and their 

relationship with dosimetric factors. 

Additionally, the average anxiety scores in 

cancer patients undergoing radiotherapy 

showed significant differences across variables 

such as gender, family history of cancer, and 

chemotherapy. 

OTHER RECOMMENDATIONS 

This study commenced after receiving ethical 

approval from the research committee of 

Khorasgan Islamic Azad University. This study 

was conducted with the permission and support 

of Isfahan Islamic Azad University, Iran. 
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   Positron emission tomography is a nuclear imaging technique that uses radiotracers to observe the body's 

metabolic activities in real time. Key to PET systems are the scintillation crystals in detectors, which impact 

image quality. This study examines BGO and LYSO crystals, analyzing optical yield, decay time, energy 

resolution, and contrast using GEANT4 simulations. In this simulation, G4EmStandardPhysics was employed 

as the primary physics model Results show distinct performance patterns between the crystals that the BGO 

recorded an average of 499 energy deposition events, slightly higher than LYSO's 485.9. The BGO also 

achieved a higher patient dose score of 3.06126 versus 3.04326 for LYSO. Both crystals show similar behavior 

in energy depositions per crystal block, with BGO at 13.14 and LYSO at 13.02, but LYSO had a more 

concentrated energy distribution and better resolution. The findings indicate the BGO's strengths in 

interaction rates, cost, and durability, while the LYSO offers enhanced resolution due to more focused energy 

distribution. This study highlights the trade-offs between the BGO’s affordability and higher interaction rate 

in comparison with the LYSO’s superior image resolution based on specific imaging and priorities. This study, 

as an innovative approach and in contrast to previous studies, directly and simultaneously compared the 

characteristics of these two types of crystals. Enhancing the accuracy of disease diagnosis and improving the 

performance of PET systems are among the outcomes of this study. 

 

 

 

I. INTRODUCTION 

PET is a nuclear medical imaging method used 

to study the metabolic and molecular functions 

of the human body. In this technique, positron-

emitting radioisotopes, such as Fluorine-18, are 

used to label biologically active molecules. 

PET detectors identify these photons and record 

their positions. This information is then used to 

reconstruct three-dimensional images of the 

radioisotope distribution in the body [1,2]. 

Artificial intelligence and deep learning in 

enhancing positron emission tomography 

image reconstruction stating that these 

technologies significantly improve image 
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quality and diagnostic performance compared 

to traditional methods [25,26,27]. 

Total-body imaging modalities provide 

advantages such as higher sensitivity and low-

dose imaging, but high construction costs limit 

their global use [28]. 

This paper compares two widely used 

scintillation crystals, BGO and LYSO, which 

are essential components in PET imaging 

systems. Their distinct physical properties, 

including energy resolution, light yield, and 

decay time, affect their performance and are 

evaluated using GEANT4 simulations. 

The choice of PET detector crystal type is a key 

factor in determining image quality. BGO and 

LYSO are two common crystals that are used in 

PET imaging, each with its advantages and 

disadvantages. BGO is less expensive and more 

durable, but it has lower image resolution 

compared to LYSO. LYSO offers higher image 

resolution but is more expensive and more 

prone to breakage [3,4]. 

GEANT4 simulation is a powerful tool for 

simulating PET systems. This tool can simulate 

the paths of particles and their interactions with 

matter. GEANT4 simulations can be used to 

compare the performance of BGO and LYSO in 

PET systems under different geometries and 

conditions [5]. 

PET detectors are key components of PET 

systems that are used to detect gamma photons 

emitted from radiopharmaceuticals. These 

photons are then used to generate three-

dimensional images of the distribution of 

radiopharmaceuticals in the patient's body [6]. 

 BGO is an inorganic crystal with the chemical 

formula Bi3Ge4O12. Due to its unique physical 

properties, BGO finds applications in a wide 

spectrum of uses including nuclear medical 

imaging, particle detection, and nonlinear 

optics [7]. 

With a density of 7.13 g/cm³, BGO is known as 

one of the densest crystals. This high density 

makes BGO a highly efficient detector for 

ionizing radiation such as gamma rays and X-

rays. BGO has a high light output capability, 

meaning it can produce a significant amount of 

light when stimulated by ionizing particles. 

This property makes BGO an ideal material for 

light detectors in nuclear medical imaging and 

particle detection. BGO has high thermal 

stability and can operate without degradation at 

high temperatures. This property makes BGO 

suitable for applications that require 

performance in harsh environments, such as 

particle detection in space. BGO is widely 

available and can be easily obtained in various 

shapes and sizes [8]. 

LYSO is a type of scintillator crystal that is 

increasingly used in PET imaging due to its 

superior physical properties compared to 

traditional crystals like BGO [9]. 

BGO and LYSO are two popular crystals used 

for photon detection in PET imaging. Each 

crystal has its advantages and disadvantages, 

which should be considered when selecting the 

appropriate crystal for a specific application. 

Density: BGO has a density of 7.13 g/cm³, 

while LYSO has a density of 7.1 g/cm³. The 

higher density of BGO allows it to detect higher 

energy photons more effectively. 

Attenuation Length: BGO has a shorter 

attenuation length for 511 keV (1cm) compared 

to LYSO (1.2 cm). This means that BGO more 

effectively absorbs the light produced by 

positron particles, resulting in PET images with 

better spatial resolution. 

Light Yield: BGO has a higher light yield 

(30,000 photons/MeV) compared to LYSO 

(8,000–10,000 photons/MeV). This means that 

BGO produces more light for each detected 

positron particle, leading to PET images with 

less noise. 

Dead Time: BGO has a longer dead time (300 

ns) compared to LYSO (37–45 ns). This means 

that BGO requires more time to reset after 

detecting a positron particle before it can detect 

the next particle. This can affect the speed of 

PET imaging. 
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Durability: BGO is more durable compared to 

LYSO, making it more resistant to mechanical 

and chemical damage. 

Sensitivity: BGO generally has higher 

sensitivity than LYSO due to its higher density, 

which allows it to absorb more photons. 

Cost: LYSO is generally more expensive than 

BGO due to the rarer materials used in LYSO. 

Applications: LYSO is popular for 

applications requiring high spatial resolution, 

such as imaging small tumors (Table 1). 

 

Energy Deposition in Detector Materials: 

Energy Deposition in Detector Materials is the 

process by which incoming particles, like 

gamma rays in PET imaging, transfer energy to 

a detector material (e.g., BGO or LYSO 

crystals). According to equation 1, the energy 

transfer produces light photons, which are 

converted into electrical signals for image 

reconstruction. 

Edep=Einitial⋅e−μ⋅x                                            (1) 

Where Einitial is the initial photon energy, μ is 

the attenuation coefficient of the material, and 

x is the depth of interaction within the crystal. 

This relation can help quantify how material 

properties influence energy retention. 

Spatial Resolution and Image Quality: 

 The resolution of PET images can be impacted 

by detector design and material. Equation 2 

shows the spatial resolution based on detector 

size and geometry. 

Resolution= 
𝑲

𝑫
                                                          (2) 

Where k is a constant determined by detector 

properties, and D represents detector 

dimensions or separation distance 

Detection Efficiency: 

 A formula 3 relating the detection efficiency to 

the crystal material and thickness could be 

helpful in the methodology section to show how 

these parameters affect sensitivity.  

η=1−e−μ⋅d                                                        (3) 

Where η is the detection efficiency, μ the 

material’s linear attenuation coefficient, and d 

the thickness of the crystal. 

Noise and Signal-to-Noise Ratio (SNR):  

The signal-to-noise ratio in terms of count rate 

and noise factors may help readers understand 

how different energy thresholds impact image 

clarity as shown in equation 4: 

𝑆𝑁𝑅 =
𝐶

√𝐶+𝑁
                                                (4) 

Where C is the count rate (signal), and N is the 

noise or background counts. 

 

Table 1 Comparison between the BGO and LYSO 

for PET Imaging [10]. 

 

Feature BGO LYSO 

Density (g/cm³) 7.13 7.1 

Attenuation Length for 511 

keV (cm) 
1 1.2 mm 

Effective Atomic Number 

(Zeff) 
74 60 

Light Yield (photons MeV⁻¹) 30000 
8000-

10000 

Dead Time (ns) 300 37-45 

Peak Wavelength (nm) 480 420 

Durability High Medium 

Cost Low High 

 

GEANT4 is an open-source software 

framework used for simulating the passage of 

particles through matter. GEANT4 is a complex 

tool that requires knowledge of programming 

and physics to use effectively. This powerful 

tool is utilized by physicists and engineers 

worldwide for simulating a wide range of 

applications [11]. 

Nuclear medicine systems utilize radioisotopes 

for both diagnosis and treatment of diseases. 
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Simulating these systems using tools like 

GEANT4 can lead to a better understanding of 

their performance, optimization of their design, 

and development of new therapeutic methods. 

In such simulations, various parameters can be 

studied, including absorbed dose in different 

tissue parts, dose distribution within tissues, 

distribution of alpha, beta, gamma, and neutron 

particles within tissues, production of 

radionuclides, and tracking their trajectories 

within the body, among others. This 

information enhances the understanding of 

radiation effects on cells and biological tissues, 

ultimately facilitating improvements in 

therapeutic methods. [12]. 

This research focused on several key 

performance parameters that influence the 

efficiency and precision of the crystals in PET 

systems. These include: 

• Energy Deposition 

• Decay Time 

• Light Yield 

• Energy Resolution  

• Timing Resolution  

• Detection Efficiency  

• Photon Absorption and Light Yield 

Distribution  

While energy deposition and decay time are 

essential in evaluating the basic performance of 

scintillation crystals, the inclusion of energy 

resolution, timing resolution, and detection 

efficiency allows for a more comprehensive 

comparison between BGO and LYSO 

 

In this simulation, G4EmStandardPhysics was 

employed as the primary physics model to 

handle electromagnetic interactions, including 

processes such as ionization, excitation, and 

photon interactions. Additionally,  

G4DecayPhysics and 

G4RadioactiveDecayPhysics were utilized to 

accurately simulate particle decays, which are 

critical to this simulation due to the inclusion of 

decay processes. 

The cutoff energy was set to the default value 

in Geant4, which corresponds to a range cutoff 

of 0.7 mm. This default cutoff ensures a balance 

between computational efficiency and the 

accuracy of the particle tracking. 

 

II. MATERIAL AND METHODS 

 
Both BGO and LYSO were modeled using the 

same simulation parameters (as shown in Table 

2), where the homogeneous cylinder of brain 

tissue represented the patient. A total of 1000 

events were simulated for each crystal type. 

 
Table 2 Simulation specifications for the BGO and 

LYSO Crystals 

 

Parameter 
 

BGO 

(Bi₄Ge₃O₁₂) 

LYSO 

(Lu₁.⁸Yb₀.²SiO₅
) 

Dimensions 

Length (dx) = 

 6 cm 

Width (dy) = 

 6 cm 

Thickness (dz) = 

 3 cm 

Length (dx) = 

 6 cm 

Width (dy) = 

 6 cm 

Thickness (dz) = 

 3 cm 

Number of 

Crystal Blocks 
- - 

Density (g/cm³) 7.13 7.1 

Zeff 74 60 

Decay Time (ns) 300 37-45 

Patient 

Representation 

Homogeneous 

cylinder of brain 

tissue 

Homogeneous 

cylinder of brain 

tissue 

Patient Position 

Center of the 

complete 

detector 

Center of the 

complete 

detector 

Total Number of 

Simulated Events 
1000 1000 

 
The crystal_edep_event_Id chart examines the 

amount of energy deposited in each crystal for 

each simulated event. This chart facilitates the 

comparison of energy deposition patterns and 

distributions in PET images obtained with BGO 

and LYSO crystals. This information can be 

useful in improving the algorithms and methods 

for image reconstruction in PET imaging (Fig. 

1 & Fig. 2). 
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The crystal_edep_event_cell chart shows the 

distribution of energy deposition in each crystal 

cell for each simulated event. This chart aids in 

identifying the points within each crystal that 

receive higher energy deposition. This 

information can be used to improve the 

accuracy and quality of PET images. 

 

The crystal_edep_score chart assigns a score to 

each simulated event in the BGO and LYSO 

crystals based on specific criteria. These criteria 

can reflect the quality and performance of the 

crystals in PET imaging. The information 

obtained from this chart can be used to select 

the best crystal for use in PET imaging systems 

and to improve the quality and accuracy of the 

images. 

 

III. RESULT  

The results for the BGO and LYSO crystals 

have been obtained for 1000 events. These 

results include the following: 

Crystal_edep_eventId shows the distribution of 

the number of energy depositions in the crystal 

based on the event ID (eventId). In other words, 

it indicates how many energy depositions occur 

in a particular crystal for different events. 

For the LYSO crystal, the average number of 

events is 485.9 with a standard deviation of 

287.7. This means that, on average, about 485.9 

times energy is deposited in the LYSO crystal 

among various events, and this distribution has 

a relatively large spread with a standard 

deviation of 287.7. 

Similarly, for the BGO crystal, the average 

number of events is 499.0 with a standard 

deviation of 288.1. This means that about 499.0 

times energy is deposited in the BGO crystal 

among various events average, and this 

distribution also has a relatively large spread 

with a standard deviation of 288.1. 

Based on these results, it can be concluded that 

the distribution of energy depositions in the 

BGO and LYSO crystals is on average close to 

each other. However, there are variations in 

their values which are reflected in their standard 

deviations. 

Crystal_edep_cell indicates the distribution of 

the number of energy depositions in each 

individual crystal block within the PET detector 

crystal array. This chart visually shows which 

crystal blocks are more involved in the energy 

deposition process (Fig. 3 & Fig. 4). 

For the BGO crystal, the average number of 

events in the crystal blocks is 13.14 with a 

standard deviation of 9.72. This means that for 

different blocks of the BGO crystal, on average, 

about 13.14 times energy is deposited in each 

block, and this distribution has a relatively large 

spread with a standard deviation of 9.72. 

Similarly, for the LYSO crystal, the average 

number of events in the crystal blocks is 13.02 

with a standard deviation of 9.873. This means 

that for different blocks of the LYSO crystal, on 

average, about 13.02 times energy is deposited 

in each block, and this distribution also has a 

relatively large spread with a standard deviation 

of 9.873. 

Based on these results, it can be concluded that 

the distribution of energy depositions in the 

blocks of BGO and LYSO crystals is on 

average close to each other. However, there are 

variations in their values. This indicates that the 

energy deposition process in crystals is not 

random and depends on various factors such as 

crystal geometry, particle type, and energy. 

Crystal_edep_score shows the distribution of 

energy deposition events based on energy levels 

(MeV). This chart indicates how many of the 

energy depositions have different energy levels 

(Fig. 5 & Fig. 6). 

For the BGO crystal, the average number of 

energy deposition events is 0.3887 with a 

standard deviation of 0.1592. This means that 

for energy depositions in the BGO crystal, the 

average number of events is about 0.3887 

times, and this distribution has a relatively large 

spread with a standard deviation of 0.1592. 
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Similarly, for the LYSO crystal, the average 

number of energy deposition events is 0.3929 

with a standard deviation of 0.1578. This means 

that for energy depositions in the LYSO crystal, 

the average number of events is about 0.3929 

times, and this distribution also has a relatively 

small spread with a standard deviation of 

0.1578. 

Based on these results, it can be concluded that 

the distribution of energy deposition in the 

BGO and LYSO crystals differs at various 

energy levels. Additionally, the LYSO crystal 

has less dispersion in the number of events 

compared to the BGO crystal, suggesting that 

its distribution is more concentrated and less 

scattered. 

This table summarizes the findings from the 

GEANT4 simulation for LYSO over 1000 

events (table 3 & table 4). 

 

 
  Fig. 1 Crystal_edep_eventId related to LYSO crystal 

 

 
  Fig. 2 Crystal_edep_eventId related to BGO crystal  

 



 

 

 

65 

IJBBE

E

   International Journal of    

  Biophotonics & Biomedical Engineering                   Vol. 4, No. 1, Spring-Summer, 2024 

 
   Fig. 3 Crystal_edep_ cell related to LYSO crystal 

 
  Fig. 4 Crystal_edep_ cell related to BGO crystal 

 
  Fig. 5 Patient_dose_score related to BGO crystal 
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Fig. 6 Patient_dose_score related to LYSO crystal 

 

TABLE 3 THE FINDINGS RESULT FROM THE GEANT4 SIMULATION FOR 

LYSO FOR 1000 EVENTS 

 

 

 

 

 

LYSO 

Crystal_edep eventId 
Entries 1200 
Mean 485.9 
Std. Dev 287.7 
Crystal_edep cell 

Entries 1200 
Mean 13.02 
Std. Dev 9.873 
Crystal_edep score 

Entries 1200 
Mean 0.3929 
Std. Dev 0.1578 
Patient Dose_score 

Entries 1000 

Mean 3.04326 
Std. Dev 1.75726 

 
TABLE 4 THE FINDINGS RESULT FROM THE GEANT4 SIMULATION FOR 

BGO FOR 1000 EVENTS 

 

 

 

 

 

BGO 

Crystal_edep eventId 
Entries 1226 
Mean 499 
Std. Dev 288.1 
Crystal_edep cell 

Entries 1226 
Mean 13.14 
Std. Dev 9.727 
Crystal_edep score 

Entries 1226 
Mean 0.3887 
Std. Dev 0.1592 
Patient Dose_score 

Entries 1000 
Mean 3.06126 
Std. Dev 1.80926 

 

 

IV. DISCUSSION 

Several studies have discussed the benefits of 

using different crystals in detectors employed 

for radiation measurement. Additionally, some 

studies, due to the dependence of tomography 

on the characteristics of detector materials, are 

actively exploring the potential of innovative 

phosphors (scintillating materials). Therefore, 

it appears that most efforts are focused on the 

properties of materials with high density and 

high atomic number, such as their decay time. 

 

However, some studies have failed to find 

useful experimental materials for PET 

phosphors [13]. Recently, some studies have 

discussed the modeling of materials for PET 

[14, 15], hoping that improving physical 

knowledge about scintillation processes can 

lead to the prediction of new phosphor material 

properties that may be useful for their 

modeling. Although the materials used for 

scintillation are slightly affected by 

temperature, they have wide applications in the 

field of radiation detection and protection in 

medicine [15, 16]. 
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Moreover, some studies have combined known 

phosphors with new methods, such as phoswich 

detectors, which are made of two dissimilar 

phosphors in one detector to create new 

detectors [21]. Dahlbom and colleagues have 

researched LSO and NaI(Tl) layers for PET and 

SPECT, respectively [24]. The scintillation 

crystals used in PET are made of inorganic 

materials that can convert high-energy photon 

beams (511 keV) into a number of fluorescent 

photons [20]. In this study, the physical 

properties of two scintillation detectors, 

including BGO and LYSO, were examined 

using GEANT4 Monte Carlo simulation. 

The comparison of BGO and LYSO in terms of 

energy deposition shows trade-offs between 

BGO's higher atomic number and LYSO’s 

superior energy resolution. While BGO absorbs 

more gamma-ray energy through the 

photoelectric effect, LYSO's improved 

resolution offers more precise energy 

measurements. 

In this study, the performance of BGO and 

LYSO was compared by using GEANT4 

simulations, focusing on key parameters such 

as energy deposition, decay time, energy 

resolution, and patient dose score. These 

findings indicate that although both crystals 

show similar energy deposition behaviors, they 

offer distinct advantages depending on the 

specific needs of the PET system. 

Energy resolution was one of the key 

differences between the two crystals. LYSO 

outperformed BGO in energy resolution, as 

seen from its narrower distribution of energy 

deposition events. This improved resolution in 

LYSO is crucial for enhancing image quality 

and precision in PET imaging, making it an 

ideal choice for applications that require high 

spatial resolution, such as imaging small tumors 

or detecting fine details in the body. 

BGO, on the other hand, demonstrated a higher 

energy deposition average, reflecting its higher 

light yield. This property makes BGO 

advantageous in terms of photon absorption and 

sensitivity, which can be useful for detecting 

weaker signals in high-energy environments. 

However, BGO's wider energy distribution 

resulted in a less clear distinction between 

energy levels, potentially leading to more noise 

in the resulting images compared to LYSO. 

In GEANT4 simulations, which is a toolkit for 

modeling the passage of particles through 

matter, the number of events has a profound 

impact on the energy deposition in a PET 

system, reflecting real-world scenarios. 

GEANT4 facilitates the representation of 

particle interactions and energy deposition, 

where the number of events plays a pivotal role. 

In GEANT4 simulations for PET systems, the 

number of events is crucial in determining the 

accuracy, precision, and reliability of the 

simulated results. Increasing the number of 

events generally leads to more robust and 

informative simulations, which are essential for 

understanding system behavior and accurately 

interpreting simulated data. 

 

V. CONCLUSION 

This study compares the performance of BGO 

and LYSO scintillator crystals in PET imaging, 

using GEANT4 simulations. BGO showed 

higher energy deposition but lower energy 

resolution compared to LYSO. LYSO, with its 

better spatial resolution and shorter decay time, 

is advantageous for applications requiring high 

precision. The study's findings align with 

previous research, which has shown BGO's 

superior photon absorption but lower spatial 

resolution compared to LYSO. The choice 

between these crystals depends on the specific 

requirements of the PET system, including 

resolution, sensitivity, and cost. Further 

experimental studies are needed to validate 

these simulation results and optimize PET 

systems for improved diagnostic performance. 

The PET system with LYSO shows effective 

performance, characterized by smoother 

shapes, a significant number of entries 

corresponding to the 511 keV energy level, and 

highly comparable absorbed dose values. 

However, BGO emerges as a stronger option, 

offering smoother shapes like LYSO, a notable 
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distribution of interactions across different 

blocks, and clear superiority in terms of the 

number of interactions, mean values, and 

entries around 511 keV. Notably, BGO's 

superiority is further confirmed by its better 

performance in the number of entries, mean 

values, and interactions, indicating its potential 

as a more effective choice for PET imaging 

under simulated conditions 

However, choosing between LYSO and BGO 

in PET systems involves trade-offs that 

encompass factors such as atomic number, 

density, decay time, light output, and cost. This 

decision depends on the unique needs of the 

PET system and takes into account factors such 

as energy resolution, sensitivity, cost, and 

overall performance. Evaluating priorities, 

whether emphasizing energy resolution, 

superior timing, cost-effectiveness, or other 

application-specific factors, is crucial. In 

practice, determining the "better" crystal 

involves aligning the choice with the specific 

needs and priorities of the PET system while 

considering the inherent strengths and trade-

offs of each type of crystal. 
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   Photothermal therapy (PTT) using plasmonic nanoparticles, particularly gold, is a promising method for 

cancer cell ablation. However, optimizing the morphology and size of nanoparticles for efficient light 

absorption and heat conversion remains challenging. Plasmonic metamolecules, like gold nanodimers, 

demonstrate significant localized field enhancement and strong infrared light absorption. In this study, we 

investigate gold nanoparticles with spherical, rod, pyramid, and cubic morphologies in both monomeric and 

dimeric forms. For dimer structures, side-by-side and end-to-end couplings were considered. Our analysis 

includes parameters such as absorption cross-section, photothermal conversion efficiency (PCE), and field 

enhancement to compare the optical properties of these nanostructures within the first biological window. Our 

findings suggest that gold nanopyramids, with their suitable PCE, intermediate peak wavelength spacing in 

side-by-side and end-to-end dimers, and significant local field enhancement, are more controllable candidates 

for photothermal applications. 

 
 

 

 

 

 

 

I. INTRODUCTION 

Photothermal therapy (PTT) has emerged as a 

promising minimally invasive technique for 

cancer treatment, leveraging the conversion of 

light energy into heat to ablate tumor cells [1, 

2]. This method offers several advantages, 

including precise targeting and minimal 

damage to surrounding healthy tissues [3]. The 

unique properties of nanoparticles, particularly 

gold nanoparticles (AuNPs), have made them 

ideal candidates for enhancing the efficacy of 

PTT [4]. One of the key phenomena that 

underpin the effectiveness of AuNPs in PTT is 

localized surface plasmon resonance (LSPR), 

which occurs when conduction electrons on the 

nanoparticle surface oscillate in resonance with 

incident light [5]. The LSPR effect in metallic 

nanoparticles, such as gold, is highly sensitive 

to several parameters, including particle size, 
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shape, and the dielectric environment [6]. These 

parameters significantly influence the 

absorption and scattering properties of the 

nanoparticles, thereby affecting their 

photothermal conversion efficiency (PCE) [7]. 

In the context of biomedical applications, the 

concept of biological windows is crucial [6]. 

These windows refer to specific wavelength 

ranges (typically in the near-infrared region) 

where biological tissues exhibit minimal 

absorption and scattering, allowing deeper light 

penetration [8]. This characteristic is essential 

for effective PTT, as it ensures that the 

therapeutic light can reach deeper-seated 

tumors [9]. The coupling of gold nanoparticles 

can further modify their optical properties, 

leading to enhanced LSPR effects and 

improved photothermal performance [10]. 

Coupled nanoparticles exhibit collective 

oscillations that can result in stronger 

electromagnetic fields and increased heat 

generation [11]. This phenomenon is 

particularly beneficial for PTT, as it can lead to 

more efficient tumor ablation with lower light 

doses. 

Understanding the impact of nanoparticle 

coupling on their optical behavior is essential 

for optimizing their design for PTT applications 

[12]. The arrangement and distance between 

coupled nanoparticles can significantly 

influence their LSPR response, thereby 

affecting their overall photothermal efficiency 

[13]. Researchers have been investigating 

various configurations and materials to 

maximize the therapeutic potential of these 

nanoparticles. Several studies have explored 

the simulation and experimental validation of 

coupled gold nanoparticles to elucidate their 

enhanced optical properties. For instance, In 

[14], the authors demonstrated the superior 

photothermal efficiency of coupled AuNPs 

compared to isolated particles. In another work, 

Sahu et al. [12] highlighted the role of 

interparticle distance and arrangement in tuning 

the LSPR response of coupled nanoparticles. 

Several other studies have also investigated the 

optical behavior of coupled gold nanoparticles 

in the form of dimers and trimers [11, 15-18]. 

These studies underscore the potential of 

coupled gold nanoparticles in advancing 

photothermal therapy and other biomedical 

applications. 

In this study, the optical behavior of gold 

nanoparticles in both monomer and dimer 

forms was investigated using the finite element 

method. Initially, the optical properties of 

monomeric gold nanoparticles with spherical, 

rod, cubic, and pyramidal morphologies, all 

having the same volume, were examined. The 

dimer structures were then formed such that the 

total volume of the two nanoparticles in the 

dimer was equal to that of the corresponding 

monomer. Subsequently, the optical behavior 

of these gold nanoparticle dimers was studied. 

Maintaining the same volume for both 

monomers and dimers helps in assessing the 

effect of nanoparticle concentration in 

photothermal applications. Additionally, 

examining various morphologies, which have 

not been extensively studied in previous 

research, can provide valuable insights into the 

field enhancement capabilities of these 

nanoparticles. 

II. METODS  

This study examines the optical behavior of 

gold nanoparticles with various morphologies 

in both monomer and dimer states within the 

first biological window (650-950 nm). The 

morphologies of spheres, rods, cubes, and 

pyramids were all designed with equal 

volumes, including the dimers, to provide a 

comparative perspective on the effect of 

nanoparticle concentration in photothermal 

applications. The radius of the monomeric gold 

nanosphere was set at 20 nm, and the geometric 

specifications of the other nanoparticles, 

including the length and diameter of the 

nanorod, the side lengths of the cube, and the 

tetrahedral pyramid, were chosen to have a 

volume equal to that of the sphere. The aspect 

ratio of the nanorod was set to 3 to ensure that 

the LSPR wavelength of the nanorod falls 

within the first biological window [19]. 

Numerous studies have reported the synthesis 

of gold nanoparticles with these morphologies 

[20-26]. Figure 1 shows the nanoparticles 

studied in this research. As shown in the figure, 
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the distance between nanoparticles in the dimer 

structure was set to 1 nm to achieve the 

maximum field enhancement. Additionally, 

nanoparticles other than the nanosphere were 

arranged in two configurations to examine the 

effect of coupling (Figure 1a, second and third 

rows)

 

 
Fig 1. a) Gold nanoparticles with morphologies of sphere, rod, pyramid, and cube in two structures: monomer (first 

row) and dimer (second and third rows), b) The arrangement of gold Nanocubes in the “dimers (2)” structure with a 

distance of 1 nm. 

A numerical framework employing the Finite 

Element Method (FEM), known as COMSOL 

Multiphysics [27, 28], was used to solve the 

wave equation within the frequency domain of 

biological windows. 

∇ × (
1

𝜇𝑟

∇ × 𝐸𝑠𝑐𝑎) − 𝑘0
2 (𝜀𝑟 − 𝑗

𝜎

𝜔𝜀0

) 𝐸𝑠𝑐𝑎

= 0,                                              (1) 
 

 

In equation (1), 𝜇𝑟 , 𝜀𝑟 , and 𝜎  represent the 

relative permeability, relative permittivity, and 

electrical conductivity of the materials, 

respectively. This equation provides the 

solution for the scattered field in terms of the 

local scattered electric field, 𝐸𝑠𝑐𝑎 . The total 

electric field, 𝐸 , is the sum of the scattered 

electric field, 𝐸𝑠𝑐𝑎 , and the incident electric 

field, 𝐸𝑖𝑛𝑐 , around the nanoparticles. A 

spherical computational domain of water was  

created with the nanoparticle at its center. To 

prevent reflections from the water boundary, a 

perfectly matched layer (PML) with a thickness 

of 200 nanometers was applied to the outer edge 

of the water domain. 

The solution for the scattered field was utilized 

to determine the optical cross-sections. The 

absorption, and scattering cross-sections (𝜎𝑎𝑏𝑠, 

and 𝜎𝑠𝑐𝑎) for a nanoparticle are defined by the 

following equations. 

 

𝜎𝑎𝑏𝑠 =
𝑊𝑎𝑏𝑠

𝐼
 ,                                                                     (2) 

 

 

𝜎𝑠𝑐𝑎 =
𝑊𝑠𝑐𝑎

𝐼
,                                                                        (3) 

 

Here, 𝑊𝑎𝑏𝑠  and 𝑊𝑠𝑐𝑎  represent the energies 

absorbed and scattered per unit time by the 
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nanoparticle, respectively, while 𝐼 indicates the 

intensity of the incident light. 

𝐼 =
1

2
𝑐𝜀|𝐸𝑖𝑛𝑐|2,                                                          (4) 

Based on commonly referenced values in the 

literature [10], light intensity of 1 mW/μm-2 was 

selected. These values were applied uniformly 

to all samples to evaluate the performance of 

the nanostructures under identical conditions. 

The numerical solutions are utilized to calculate 

the absorbed and scattered powers in equations 

(2) and (3) as shown in the following adjusted 

equations. 

𝑊𝑎𝑏𝑠 =
1

2
∭ 𝑅𝑒[(𝜎𝐸 + 𝑗𝜔𝐷). 𝐸∗ + 𝑗𝜔𝐵. 𝐻∗] 𝑑𝑉

 

𝑉

, 

                                                                  (5) 

      𝑊𝑠𝑐𝑎 =
1

2
∯ 𝑅𝑒[𝐸𝑠𝑐𝑎 × 𝐸𝑠𝑐𝑎

∗ ]
 

𝑆
. 𝑛𝑑𝑆    

                                                                  (6) 

In the equation, the symbols ∗ and 𝐷 denote the 

complex conjugate and the electric 

displacement field, respectively. Equation (5) 

requires integration over the volume of the 

nanoparticle, while equation (6) involves a 

surface integral over a virtual boundary 

surrounding the nanoparticle. The calculations 

were performed using the built-in functions of 

COMSOL Multiphysics. The Drude model was 

applied to determine the standard dispersive 

permittivity of gold [29]. The refractive index 

of the surrounding medium, which was water in 

this case, was maintained at a constant value of 

1.33. 

III. RESULTS & DISCUSSION  

 

A. Absorption & Scattering Cross-sections 

The dimer structure of nanoparticles is designed 

so that the nanoparticles have the highest 

(dimer1) and lowest (dimer2) adjacent surface 

areas. Additionally, the volume of each dimer 

was equal to the volume of the corresponding 

monomer to compare the optical properties of 

coupled nanoparticles against single 

nanoparticles at the same concentration. Figure 

2 shows the absorption and scattering cross-

sections of monomer and dimer gold 

nanoparticles. As seen in the figure, the 

absorption cross-sections related to the nanorod 

morphology are the highest, while the lowest 

absorption cross-sections are for nanospheres. 

However, coupled gold nanospheres exhibit a 

larger absorption cross-section compared to 

monomeric nanospheres of the same volume. 

Additionally, this coupling results in a 142 nm 

shift in the LSPR peak wavelength. 
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Fig 2. Absorption and scattering cross-sections of monomer and dimer gold nanospheres (a), Nanorods (b), 

Nanopyramids (c), and Nanocubes (d). Solid lines and dashed lines indicate absorption cross-sections and scattering 

cross-sections, respectively. 

In Figure 2b, it is notable that the side-by-side 

coupling of gold nanorods results in a lower 

LSPR than the same volume monomer and also 

reduces the LSPR peak wavelength. In contrast, 

end-to-end coupling of these nanoparticles 

increases the absorption and scattering cross-

sections and the LSPR peak wavelength. It is 

observed that the difference in LSPR peak 

wavelength between the two coupled structures 

is about 200 nm. This difference will increase 

for Nanorods with Aspect Raito (AR) 4 and 

larger, such that the LSPR peak wavelength 

reaches the second biological window. 

Considering the LSPR shifts in coupled 

nanorod structures and the specific laser 

wavelength for photothermal applications, 

maximum absorption by these nanoparticles 

may not occur, significantly reducing their 

efficiency. 

The results of coupling nanopyramids are 

shown in Figure 2c. According to the figure, 

when coupled side-by-side, these gold 

nanoparticles exhibit optical behavior similar to 

that of a monomer nanoparticle of the same 

volume, such that there is no significant shift in 

the LSPR peak wavelength, nor a noticeable 

increase or decrease in the absorption cross-

section. On the other hand, end-to-end coupling 

decreases the absorption cross-section but with 

an increase in the LSPR peak wavelength. The 

difference in LSPR peak wavelength between 

the two coupled structures in these 

nanoparticles is about 100 nm. This means that 

coupling nanopyramids is more controllable 

than coupling gold Nanorods and the LSPR of 

nanopyramids can be better tuned to the desired 

laser wavelength. 

Coupling Nanocubes also increases the 

absorption cross-section (Figure 2d). As shown 

in the figure, side-by-side and end-to-end 

coupling of Nanocubes enhances the absorption 

cross-section by approximately 2 and 1.5 times, 

respectively, with the LSPR peak wavelength 

changes being around 10 nm, the smallest 

change among the nanoparticles studied in this 
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work. However, the notable point is the LSPR 

range of these nanostructures, which is at the 

beginning of the first biological window. Given 

the LSPR peak wavelength of the monomer 

Nanocube, which is outside the first biological 

window range (590 nm), a dispersion of these 

Nanocubes may not show maximum 

absorption, making them unsuitable for 

photothermal applications. Nevertheless, 

Nanocubes have a larger cross-section 

compared to nanopyramids. 

One of the other parameters for comparing the 

optical behavior of nanoparticles is the PCE 

value. This value is obtained by dividing the 

absorption cross-section of nanoparticles by the 

sum of their absorption and scattering cross-

sections (
𝜎𝑎𝑏𝑠

𝜎𝑎𝑏𝑠 + 𝜎𝑠𝑐𝑎
⁄ ) [30]. Table 1 

presents the results obtained from the 

simulations of this study for a better 

comparison of the optical properties of 

nanoparticles. As it is clear, dimer (2) gold 

Nanocubes have a higher PCE compared to 

other nanoparticles. In contrast, although gold 

nanorods have a larger absorption cross-

section, they have a lower PCE.

 

             TABLE1. OPTICAL PROPERTIES OF MONOMER AND DIMER GOLD NANOPARTICLES 

Morphology 

Monomer Dimer (1) Dimer (2) 

LSPR peak 

wavelength 

(nm) 

𝜎𝑎𝑏𝑠 

(nm2) 

PCE 

(%) 

LSPR peak 

wavelength 

(nm) 

𝜎𝑎𝑏𝑠 

(nm2) 

PCE 

(%) 

LSPR peak 

wavelength 

(nm) 

𝜎𝑎𝑏𝑠 

(nm2) 

PCE 

(%) 

Sphere 530 2386 94.8 642 3118.4 93.3 - - - 

Rod 765 9013.4 81.3 694 7257.4 84.6 886 10301 79.9 

Pyramid 739 3336.5 93.6 740 3213.7 90.2 841 2133.6 93.6 

Cube 590 2894.4 94.3 654 6054.2 88 664 4302.8 95.1 

 

Figure 3 illustrates the comparison of the LSPR 

peak wavelength and the absorption cross-

section of gold Nanorod, Nanopyramid, and 

Nanocube dimers. According to this figure, as 

mentioned, the widest range of LSPR peak 

wavelength variations pertains to nanorod 

dimers. In contrast, the narrowest range of this 

wavelength variation is observed in Nanocube 

dimers, although the wavelengths related to 

these nanoparticles fall at the beginning of the 

biological window. This comparison can 

provide insight into how significant variations 

in the LSPR peak wavelength due to 

nanoparticle coupling can lead to the overall 

LSPR peak wavelength of all nanoparticles in a 

system deviating from the selected laser 

wavelength. Ultimately, this can reduce the 

system’s efficiency in absorbing light and 

converting it into heat. 

Figure 3 also shows the range of absorption 

cross-section variations of coupled 

nanoparticles. It is observed that the highest and 

lowest absorption cross-sections, as well as the 

widest and narrowest ranges of absorption 

cross-section variations, correspond to coupled 

Nanorods and Nanopyramids, respectively. 

 
Fig 3. Variation ranges of LSPR peak wavelength 

and absorption cross-section of coupled gold 

nanoparticles. 

The variation ranges of LSPR peak 

wavelengths (indicated by blue symbols) and 

absorption cross-sections (shown by red 

symbols) for coupled gold nanoparticles are 

discussed. Dimeric Nanospheres display the 

most significant variation in LSPR peak 

wavelength, approximately 200 nm. In contrast, 

the coupling method for Nano-cubes shows 

little impact on their LSPR peak wavelength. 

Additionally, the changes in the absorption 
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cross-section of dimeric Nanorods are more 

pronounced compared to those of other Nano-

dimers. This suggests that the optical properties 

of rod-shaped gold nanoparticles are especially 

sensitive to the chosen coupling method. 

B. Localized Field Enhancement 

Another important feature in comparing the 

performance of plasmonic nanoparticles in 

photothermal applications is their ability to 

enhance the local field near them. This field 

enhancement can be utilized in applications 

such as imaging, Surface-Enhanced Raman 

Spectroscopy (SERS), biosensors, nonlinear 

optics, and controlled drug delivery. Figure 4 

shows the improvement of the local field at the 

LSPR peak wavelength of the nanostructures 

studied in this work. As observed, side-by-side 

coupling results in a slight reduction in the field 

around the nanoparticles. In contrast, end-to-

end coupling significantly enhances the field in 

the gap between the nanoparticles by several 

folds. This enhancement reaches over 30 times 

for gold nanospheres, about 15 times for 

nanorods, over 1.5 times for nanopyramids, and 

over 5 times for Nano-cubes. This comparison 

is more evident in Figure 5. According to the 

figure, gold nanopyramids, whether in 

monomer or dimer structures, improve the field 

around them more than other nanoparticles.  

Monomer Dimer (1) Dimer (2) 
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Fig 4. Local field enhancement at the LSPR peak wavelength for gold Nanospheres (a), Nano-rods (b), Nano-

pyramids (c) and Nano-cubes (d) in monomer and dimer configurations  

(Note: all legends indicate the value of |𝐸 𝐸0⁄ |.) 

 

 
Fig 5. Comparison of local field enhancement in gold 

monomer and dimeric nanostructures. 

IV. CONCLUSION  

In this study, we numerically investigated the 

optical behavior of gold nanoparticles with 

spherical, rod, pyramid (tetrahedral), and cubic 

morphologies in both monomer and dimer 

configurations for photothermal applications. 

The total volume of the dimer nanoparticles 

was kept equal to that of the monomer 

nanoparticles to provide insight into the effect 

of their concentration. Gold nanospheres, both 

as monomers and dimers, exhibited high PCE, 

but their LSPR peak wavelengths did not reach 

the first biological window. Gold nanorods, 

both as monomers and dimers, had the highest 

absorption cross-section but the lowest PCE. 

The LSPR peak wavelengths of coupled 

nanorods in side-by-side and end-to-end 

configurations were significantly different, 

making tuning the LSPR of these nanoparticles 

to the laser wavelength challenging. Gold 

nanopyramids showed the highest local field 

enhancement. Gold Nano-cubes also had high 

PCE values. When coupled, these nanoparticles 

had very close LSPR peak wavelengths, 

indicating that they can be tuned to the desired 

laser wavelength in either configuration. 

However, the LSPR peak wavelength of gold 

Nano-cube dimers was at the beginning of the 

first biological window, which could be a 

challenge for photothermal applications. Based 

on the results, gold tetrahedral nanopyramids 

can be considered the best candidates for 

photothermal applications due to their suitable 

PCE and their LSPR being in the first biological 

window. Additionally, there is a moderate 

difference in the LSPR peak wavelengths of 

these nanoparticles in side-by-side and end-to-

end configurations. They also experience the 

highest field enhancement, especially in the 

end-to-end configuration. 

Considering that the use of smaller 

nanoparticles increases the chance of their 

coupling, it can be said that these coupled 

nanoparticles exhibit significant optical 

properties compared to their monomer 

counterparts of the same volume. This includes 

the enhancement of the local field by dimer 

nanoparticles, which is several times greater 

than that of monomer nanoparticles. 

Additionally, the heat generated by these 

nanostructures can be calculated for further 

investigation. 
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  Today, chemotherapy is an aggressive form of chemical drug therapy meant to destroy cancerous tumors in 

the human body. Since the human body system can be considered as a solvent/biological environment, by 

obtaining effective interactional equations in anticancer drugs, real behavior interactional of these drugs in 

the body environment can be predicted. To this end, the spectroscopic technique is a promising investigative 

and diagnostic tool that can assist in uncovering the interactional equation of cancerous tumors and provide 

quantifiable molecular information for diagnosis and treatment evaluation. To investigate the interactional 

equation of cancerous tissues and the type of their interactional behavior, samples were taken from these 

tissues, and the mathematical model of cancerous tissue interaction was presented using Kamlet–Taft polarity 

parameters. This equation probes anticancer drug molecular interactional reactions with cancerous tumors 

in a sample to obtain information on their effective coefficient in the body and/or inter/intra molecular 

interactions. These interactions contain detailed information about the behavior of drugs used in cancer 

treatment and cancer tissues, which can be very useful for choosing treatment methods. 
 

 

 

 

 

 

I. INTRODUCTION 

Cancer is the second-leading cause of death in 

the world and its genesis and progression are 

extremely complex.  Cancer can be treated or 

stopped by chemotherapy, radiotherapy, and 

surgery procedures alone or in combination.  

Meanwhile, chemotherapy is a more effective 

and common treatment approach for cancer 

treatment, prevention of slow growth, and 

tumor reduction. The basics of chemotherapy 

include the use of drugs alone or in combination 

to inhibit cell proliferation and tumor growth 

[1],[2]. However, the emergence of new drugs 

and their drug resistance has turned the focus of 

scientists towards natural products including 

fruits, vegetables, teas, spices, and soy-based 

foods.  Chalcone and its analogs are one of the 

privileged groups of natural compounds that are 

widely found in various plants. Chalcones 

(Fig.1) contain two aromatic rings (ring A and 

ring B) and α, β–unsaturated carbonyl group. 
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They have a delocalized π-electron-containing 

order in their aromatic rings. Chalcones are 

highly attractive molecules due to their broad 

biological activities with clinical potential 

against various diseases, especially for their 

anti-tumor activity. In addition, being 

inexpensive, available, and having low toxicity 

are a few advantages of chalcones, in 

comparison to other alternative medicinal 

compounds [3]–[5]. Many studies have shown 

anticancer activity of these compounds against 

various tumor cells. It has been found that the 

incorporation of different substituent groups on 

their two aromatic rings increases the 

anticancer and other activities [6]–[10]. 

 

 
Fig. 1 Chalcone scaffold 

Since the human body can be considered as a 

solvent/biological environment, by obtaining 

effective interactional equations in chalcone 

antitumor drugs, their real interactional 

behavior in the body environment can be 

predicted. When a drug is dissolved in various 

solvent environments, the solvatochromic 

effect occurs, and the spectrum of the substance 

changes. These spectral changes are due to 

drug-solvent interactions. Based on the studies, 

drug-solvent interactions could be non-specific, 

such as electrostatic, and/or specific in nature, 

such as electron donor-acceptor interactions or 

hydrogen bonding interactions [11]–[23]. To 

characterize these drug-solvent interactions, 

multiple regression analysis has been used, as 

proposed by Kamlet–Taft [24]. 

 

*0  sbaXX   (1) 

The Kamlet–Abboud–Taft (KAT) solvent 

polarity parameters consist of the solvent’s 

dipolarity/polarizability (π*) [25], solvent 

basicity (β) [26], and, solvent acidity (α) [27],
 

0X is the regression intercept corresponding to 

the reference solvent or gaseous phase, and the 

coefficients a, b, and s, respectively, reflect the 

degree of regression for the interactions 

between the solvent’s dipolarity/polarizability, 

solvent’s basicity, and solvent’s acidity. 

 

In this experimental work, KAT polarity 

parameters (π*, β, and α) of breast and brain 

tumors were reported with the solvatochromic 

method, using the DRII and coumarin 504 

standard probe. Moreover, interactional 

behavior of six different chemical structures of 

chalcone drug with these tumors was 

investigated. This behavior probes chalcone 

antitumor drug molecular interactional 

reactions with cancerous tumors in a sample to 

obtain information on their effective coefficient 

in the body and/or inter/intra-molecular 

interactions. These interactions contain detailed 

information about the behavior of chalcone 

drugs used in cancer treatment and cancer 

tissues, which can be very useful for choosing 

treatment methods. 

II. EXPERIMENTAL SECTION 

A. Materials 

Synthesis and purification of the studied 

chalcones (Fig.2) were carried out as described 

in reference [28] and were used as solutes. 

Spectroscopy-grade solvent-sensitive standard 

dyes and coumarin 504 (Table 1) were obtained 

from Sigma Aldrich (Taufkirchen, Germany) 

and used without further purification. Disperse 

azo dye (DRII) was synthesized and purified 

according to the common procedure in our 

laboratory and used as a probe. 
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Fig.2 Chemical structure of chalcones 

 

TABLE 1: SOLVATOCHROMIC INDICATORS AND DYES USED 

          Dyes            Chemical structure 

N, N-dimethyl-4-nitro 
aniline 

 
 

 
4-nitro aniline        

  

 

Reichardt's betaine dye 

2,6-Diphenyl-4-(2,4,6-

triphenyl-1-pyridinio) 
phenolate  

 
Coumarin 504 

 
2,3,5,6-1H,4H-

Tetrahydro-9-

cabethoxyquinolizino- 
[9,9a,1-gh]coumarin    

  
DRII 

 

4-nitro-4-(N-ethyl, N-

(2-(3-
chloropropanoyloxy)e

thyl azobenzene   
 

 

B. Absorption spectroscopy 

After making an extremely dilute solution of 

polarity indicator dye, (10-5M), the absorption 

spectra of 300–800 nm were recorded via a 

double beam Shimadzu UV-2450 Scan UV–

visible spectrophotometer. 

  

C. Determination of the solvent polarity 

parameters via the solvatochromic method 

The solvatochromism technique was employed 

to define the KAT parameters with the 

wavenumber of the maximum absorption of 

each indicator expressed in kK (1000 cm−1). To 

this end, we used all solvatochromic indicators 

listed in Table 1. After starting the experiment 

and recording the initial spectra, due to the fact 

that the absorption spectrum of two dyes, 4-

nitroaniline, and N, N-diethyl-4-nitroaniline, is 

located in the ultraviolet region and it is not 

possible to continue working with these dyes, it 

is necessary to use an alternative dye with a 

suitable regression coefficient. Moreover, in 

some cases, Richard’s dye was not dissolved in 

tissues. Therefore, suitable substitute dyes were 

used. For this reason, a study was conducted on 

the dyes of the azo and coumarin family. Azo 

family dyes are an important group of dyes that 

have attracted the attention of many researchers 

due to their linear structure, color stability, and 

interchangeable spatial forms [29],[30]. DRII 

dye to replace 4-nitroaniline and N, N-diethyl-

4-nitroaniline, and Coumarin 504 dye to replace 

Richard’s dye were investigated. Coumarin 504 

has a good linear relationship with Richard’s 

dye, making it possible to measure α and ET(30) 

parameters with high accuracy. The obtained 

results are given in Figs.2, 3 and 4. 

 
Fig.3 Wavenumber of 4-nitroaniline versus 

wavenumber of DRII 
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Fig.4 Wavenumber of N, N-diethyl-4-nitroaniline 

versus wavenumber of DRII 

 
Fig.5 Wavenumber of N, N-diethyl-4-nitroaniline 

versus wavenumber of DRII 

 

KAT parameters are calculated using the 

maximum absorption in the obtained absorption 

spectrum. In this case, the obtained maximum 

absorption wavelength from the recorded 

spectra is used as a wavenumber in cm-1 of 

1000. The obtained relations from the above 

diagrams are respectively: 

 

 

95.040.840268.1 )()4(  DRIInenitroanili vv  (2) 

98.039.59419.1 )()4,(  Rvv DRIInenitroaniliDimethylNN
 (3) 

90.018877848.7 )504()(Re  Rvv Cdyebetaineichardt
 (4) 

 

After determining the wavenumber of the 

standard probe in each of the chalcone samples 

and tissues, the KAT and Reichardt parameters 

are calculated via the following relationships 

[29], [30]: 

 

)max(Re
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ichardt
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  (8) 
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 TE  (9) 

 

III. RESULTS AND DISCUSSION 

A. Preparation of tissue samples 

 

First, samples of cancer tissues that were 

removed from the patient’s body during surgery 

were prepared. On the other hand, these tissues 

can have various contaminations, and at the 

same time, to make the tissues similar to the 

original structure, the conventional methods of 

cutting these materials in layers were avoided. 

On the other hand, it was not possible to 

confirm the cellular structure of the desired 

tissue due to the effect on the test process, and 

instead, the sample taken out of the patient’s 

body was immediately washed completely with 

saline solution and a cut was made from its 

central part. Next, the extra parts, i.e. the 

surface parts of this tissue, were cut and 

removed with a microtome device. Then the 

sample was placed inside the standard dye 

solution. After one hour, a slice of the desired 

tissue that had absorbed the dye was obtained 

using a cutting method with a sharp blade and 

placing the sample inside the unolith. It should 

be noted that in absorption spectroscopy, the 

non-uniformity of the sample surface has no 

effect on the spectroscopic results. Therefore, 

there was no need for very high precision in 

uniform cutting. Furthermore, the samples 

should be transparent against the light 

transmission, and the examined samples have 

relatively good transparency in the wavelength 

range of 420 nm. As a result, the standard dyes 

that have absorption lower than this wavelength 

were replaced by using the linear comparison 
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method with other reference dyes (C504 and 

DRII dyes). The prepared slice with a diameter 

of about 1 mm and length and width of 3 and 1 

cm, respectively was placed on the quartz cells 

and immediately the absorption spectrum of the 

sample was recorded in the range of 350 to 800 

nm. Since the absorbed dyes have absorption 

between 450 and 650 nm, this wavelength range 

was chosen. The entire process was carried out 

in less than 10 minutes and each experiment 

was repeated eight times, and its average was 

reported. 

B. Investigation of interactional behavior of 

cancerous tissues 

After obtaining the wavenumber of the used 

dyes in this experiment, these numbers were 

converted to the wavenumber of solvent 

polarity dyes to be used in the KAT equations. 

Using these wavenumbers the KAT equations 

of solvent polarity parameters for breast and 

brain tissues were calculated and the results are 

given in Tables 2 and 3. 

 
TABLE2. SOLVATOCHROMIC POLARITY OF BREAST TUMOR AT ROOM 

TEMPERATURE 

Breast 

Tumor 

α β    π* (30)TE  N

TE  

1 0.26 0.54 0.55 42.69 0.37 

2 0.33 0.55 0.56 43.66 0.40 

3 0.29 0.58 0.62 44.31 0.42 

4 0.35 0.68 0.81 48.20 0.54 

5 0.49 0.49 0.46 45.44 0.46 

6 0.36 0.57 0.61 45.39 0.45 

7 0.27 0.50 0.48 42.15 0.35 

8 0.28 0.52 0.50 42.21 0.35 

Average 0.33 0.55 0.57 44.25 0.37 

 

 
TABLE3. SOLVATOCHROMIC POLARITY OF A BRAIN TUMOR AT ROOM 

TEMPERATURE 
Brain 

Tumor 

α β    π* (30)TE  N

TE  

1 0.80 0.86 0.09 43.52 0.39 

2 1.44 0.73 0.89 67.04 1.12 

3 1.66 0.69 0.82 69.65 1.20 

4 1.56 0.64 0.73 66.65 1.11 

5 0.72 0.63 0.04 41.56 0.33 

6 0.56 0.55 0.08 41.80 0.34 

7 0.63 0.59 0.07 41.50 0.33 

8 0.87 0.72 0.16 40.35 0.30 

Average 0.95 0.57 0.36 51.50 0.64 

 

 

As expected, the obtained values for breast 

tumors show that β and π* values are higher 

than α values (Table 2). On the other hand, 

according to our previous research [4] the 

effective coefficients of β and π* in chalcones 

I, II, and III (b and s) are higher than the other 

chalcones. Therefore, the absorption of these 

chalcones (I, II and III) is more than others, and 

hence it is better absorption in the breast tissue. 

Therefore, the interactional equation for breast 

tissue is: 

 

*75039013031240  X  (9) 

In contrast, the obtained values for brain tumors 

have different trends. They show that α and β 

values are higher than π*values (Table 3). 

Based on our previous research [5] the effective 

coefficients of α and β in chalcones IV, V, and 

VI (a and b) are higher than the others. As a 

result, the absorption of these chalcones (IV, V, 

and VI) is greater than other chalcones. 

Meaning that they have better drug 

effectiveness. Therefore, the interactional 

equation for brain tissue is: 

 

*74732847631598  X  (10) 

IV. CONCLUSION 

Chalcone is well known in the medicinal fields 

as an important antitumor drug. The presence of 

different functional groups in the chemical 

structure of chalcones leads to their different 

biological, medicinal, and therapeutic 

characteristics. In this experimental work, KAT 

polarity parameters (π*, β, and α) of breast and 

brain tumors were obtained through the 

solvatochromic method using the DRII and 

coumarin 504 standard probe. In addition, 

interactional behaviors of six chalcones with 

different substituent groups in their chemical 

structures with these tumors were investigated. 

Our results indicate the interesting properties of 

chalcone antitumor drugs and their 

performance based on different substituent 

groups can be modified in different biological 

environments. Consequently, chalcone with its 
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unique structures can be used as a good 

candidate for treating different tumor tissues.  
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  Spectral reflectance from layered skin tissue as a function of wavelength can provide valuable information 

about the skin's optical properties for diagnosing skin conditions. Monte Carlo and Henyey-Greenstein (HG) 

are two methods to model scattering in skin layers. However, the HG method is a simpler and widely used 

technique that assumes a single parameter to characterize the scattering phase function. In this study, we 

conducted simulations of scattering in six-layered skin tissue using Zemax software based on the HG method. 

Our observations revealed increased penetration depth and back-scattered reflectance as the wavelength 

increased. We investigated reflectance patterns in different skin conditions by simulating mild solar damage, 

mild chronic dermatitis, and Mild solar damage with chronic inflammation. We recorded differences in the 

maximum intensity of reflected light in each condition. Additionally, we compared the backscattered 

reflections produced by incoherent and coherent light sources. The results of our HD simulation-based studies 

suggest that incoherent sources at infrared wavelengths could be advantageous for the analysis of skin 

disorders. 
 

 

 

 

 

 

I. INTRODUCTION 

Spectral reflectance analysis holds significant 

potential for diagnosing skin disorders, 

including melanoma detection, skin cancer 

diagnosis, and monitoring treatment response. 

When light interacts with skin tissue, it is both 

absorbed by chromophores like melanin and 

hemoglobin and scattered by cells and tissue 

[1]. This complex interplay between 

absorption and scattering is key to 

understanding skin properties. The skin's upper 

layers have a complex structure with unevenly 

distributed components like blood vessels and 

pigments. This makes it difficult to accurately 

measure the amount of these components using 

light, as the reflected light signal is a mixture 

of contributions from different components. 

Despite this challenge, reflectance 

spectroscopy is the most common method for 

analyzing the skin with light [2].   

Two methods are used for the optical modeling 

of spectral reflectance from biological tissues: 
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the Monte Carlo method and the Henyey–

Greenstein (HG) phase function. The Monte 

Carlo method simulates the individual paths of 

photons as they travel through the tissue. It 

tracks each photon's interactions with the 

tissue, including absorption, scattering, and 

reflection [3, 4]. This method is highly 

accurate but computationally expensive, 

especially for complex tissue structures. 

However, the Henyey–Greenstein (HG) Phase 

Function method treats the tissue as a whole 

scattering body, simplifying the modeling 

process. It uses an analytical formula (the HG 

phase function) to describe the overall 

scattering properties of the tissue, instead of 

tracking each photon individually [5, 6].  This 

approach is much faster but sacrifices some 

accuracy.  

C. Ash and colleagues employed Monte Carlo 

modeling and found that penetration depth 

increases with wavelength, but larger spot 

sizes do not significantly increase penetration 

beyond a certain point, highlighting the 

importance of understanding light-tissue 

interactions for optimizing therapeutic 

techniques [7]. O. Kim and team utilized a 

stochastic photon transport model and 

reflectance spectroscopy to study normal and 

bruised skin. By simulating and comparing 

reflectance spectra, the model accurately 

predicts skin changes during bruise 

development, including peak concentrations of 

bilirubin and blood volume fraction [8]. H. 

Funamizu and collaborators used ray-tracing 

software and a GPU-based Monte Carlo 

method to simulate light propagation in human 

skin, capturing its complex structure [9]. 

Another study demonstrated that utilizing the 

stable HG phase function can significantly 

accelerate the calculation speed of light 

propagation through highly scattering 

materials by leveraging existing a priori 

knowledge on interaction processes [10]. 

Melnikova and colleagues applied the HG 

phase function to estimate the reflection 

function of a semi-infinite and conservative 

scattered layer, suitable for both direct and 

inverse problems in atmospheric optics 

assuming a plane atmosphere [11]. Also, error 

analysis using the HG phase function through 

multiple scattering was carried out by Zhao 

and colleagues [12]. 

This paper presents a novel approach to 

modeling spectral reflectance in skin tissue, 

leveraging the Henyey-Greenstein (HG) phase 

function. This function provides a robust 

approximation of light scattering in biological 

tissues, describing the probability of light 

deflection after each scattering event [5]. By 

focusing on the HG phase function, we aim to 

accurately quantify the wavelength-dependent 

scattering of spectral reflectance. To achieve 

this, we have developed a comprehensive 

simulation using Zemax software's Non-

Sequential (NSC) data editor. Our model 

incorporated six distinct layers representative 

of skin tissue. By varying the wavelength of 

incident light, we have simulated its 

penetration depth and calculated the resulting 

reflectance using a rectangular detector.  

Also, the skin properties of mild solar damage, 

mild chronic dermatitis, and mild solar damage 

with chronic inflammation were simulated, 

and maximum scattering intensity was 

obtained. Furthermore, the simulations were 

compared using incoherent and coherent light 

sources. This detailed analysis provides a 

thorough understanding of how light interacts 

with skin at different light wavelengths, and 

different skin tissue conditions, ultimately 

informing the development of more precise 

and effective diagnostic tools.   

II. MATERIALS AND METHODS 

The HG model offers a powerful tool for 

understanding light scattering in turbid media 

like biological tissues.  This model utilizes a 

function that can predict various scattering 

patterns, ranging from backscattering to 

forward scattering, by adjusting one parameter, 

the anisotropy factor g, within the range -1 ≤ g 

≤ 1. The angular distribution of scattered light 

is mathematically described as [5, 13]:  

(𝜃) =
1

4𝜋 

1 − 𝑔2

[1 + 𝑔2 − 2𝑔 cos(𝜃)]3/2
 (1) 

Where p(θ) represents a probability density 

function and θ ranges from 0 to π radians, 
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indicating the angle between the photon's pre- 

and post-scattering directions. A value of θ = 0 

rad denotes that the photon continues in its 

original direction post-collision. 

           TABLE 1.  LENS DATA EDITOR OF SIMULATION

X Half 

Width 

Material 

(refractive 

index) 

Z Length Z Position 

Ref 

Object 

Comment Object Type  

100 1.34 0.100  -1.000 0 AVAG-QSM-01- Source File 1 

10.000 1.4 0.100  0.000 1 Epidermis Rectangular Volume 2 

10.000 1.39 0.150 p 0.100 2 Papillary dermis Rectangular Volume 3 

10.000 1.4 0.100 P 0.150 3 Upper blood net dermis Rectangular Volume 4 

10.000 1.39 1.500 P 0.100 4 Reticular dermis Rectangular Volume 5 

10.000 1.44 0.100 P 1.500 5 Deep blood net dermis Rectangular Volume 6 

10.000 1.34 6.000 p 0.100 6 Subcutaneous fat Rectangular Volume 7 

5.000 ABSORB 100  -0.200 0 Small sensor Detector 8 

 

                TABLE 2. OPTICAL PROPERTIES OF HUMAN SKIN [4]. 

𝛍𝒔(𝒄𝒎−𝟏) 𝛍𝒂(𝒄𝒎−𝟏) n g Thickness(mm) Skin layer Wavelength(nm) 

40 0.015 1.34 0.85 0.1 Epidermis 

600 

 

30 0.07 1.4 0.8 0.1 Papillary dermis 

35 0.1 1.39 0.9 0.15 Upper blood net dermis 

20 0.07 1.4 0.76 0.1 Reticular dermis 

35 0.1 1.39 0.95 0.1 Deep blood net dermis 

15 0.03 1.44 0.8 6 Subcutaneous fat 

 
Fig. 1. The model of six-layered skin tissue. 

An isotropic medium is characterized by g = 0, 

indicating an equal likelihood for the photon to 

travel in any direction. Therefore, the outcome 

is influenced by the anisotropy factor g, which 

is denoted as g=〈cos(θ)〉 [14].  

In the context of human skin, the HG model 

represents the skin as six distinct layers: the 

epidermis, papillary dermis, upper blood net 

dermis, reticular dermis, deep blood net 

dermis, and subcutaneous fat. These layers are 

modeled as rectangular volumes with no 

distance between them, effectively treating 

each layer as a continuation of the previous one 

(as shown in Fig. 1). 
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To simulate light scattering within the skin, the 

refractive index, thickness, and position of 

each skin layer as listed in Table 1, were 

inputted into the Lens data editor of Zemax 

software. Initial parameters within the "bulk 

scatter" module were then adjusted to model 

wavelength-dependent scattering. These 

parameters include: g, Mean path, and 

Transmission fraction. The mean path and 

transmission coefficients were calculated 

using the following equations [3]:  

𝑀𝑒𝑎𝑛 𝑝𝑎𝑡ℎ =
1

𝜇𝑎 + 𝜇𝑠
 

𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 =
𝜇𝑠

𝜇𝑎 + 𝜇𝑠
 

                (2) 

 

                (3) 

Where the absorption coefficient (μa) and 

scattering coefficient (μs) are fundamental 

parameters in light propagation through 

biological tissues.  μa quantifies the absorption 

of light energy by the tissue, representing the 

conversion of photons into other forms of 

energy within the cells.  Conversely, μs 

describes the scattering of light, characterized 

by the change in the direction of photons as 

they interact with tissue components.  Table 2 

presents the specific values of these 

coefficients used in a 6-layer skin model for a 

wavelength of 600 nm [15]. 

To determine the spectral reflectance, a 

rectangular detector with a 180° field of view, 

5 mm in length, and 104 pixels was positioned 

0.1 mm along the skin surface.  

The modeling was performed in the non-

sequential data editor of the Zemax simulation 

software. In the bulk scatter section of each 

layer's properties, based on Henyey-

Greenstein-bulk.DLL, mean path and 

transmission values can be calculated based on 

substituting μa and μs in equations 2 and 3. By 

applying the coefficients g and n for each layer, 

representing the anisotropy factor and 

refractive index respectively, scattering within 

the skin layers for each wavelength can be 

observed by referring to ray tracing in the 

analysis section.  

The coefficients g and n are dependent on the 

input wavelength. Simulations were conducted 

for wavelengths of 337, 442, 575, 600, 633, 

and 940 nm [15, 16]. The resulting spectral 

diagram illustrates the scattering intensity at 

each wavelength.   

In every skin condition, changes in the 

thickness of skin layers lead to alterations in 

the structure of skin tissues, which are 

manifested in the scattering coefficients. To 

simulate the skin conditions, the thickness of 

each skin layer is altered in response to 

conditions like mild solar damage, mild 

chronic dermatitis, and mild solar damage with 

chronic inflammation [17]. Then the maximum 

back-scattering intensity was compared with 

normal skin. 

III. RESULTS AND DISCUSSIONS 

The angular distribution of HG-based scattered 

rays in the multilayered skin tissue is presented 

in Fig. 2. The NSC 3D layout shows the 

layered skin tissue including living epidermis, 

papillary dermis, upper blood net dermis, 

reticular dermis, deep blood net dermis, and 

subcutaneous fat.  

The irradiation may undergo repeated 

scattering events within the skin tissue, with 

the scattered rays potentially traversing 

multiple times through the medium before 

being absorbed or emerging on the other side. 

As can be seen, the reflectance is obviously 

dependent on the wavelength of the irradiation 

source. The 337 nm irradiation reaches the 

epidermis skin layer, while the 633 nm 

irradiation penetrates the deeper layers, skin 

subcutaneous tissue [18].  

To detect the back-scattered reflection, we 

incorporated a rectangular detector into the 

simulation. The detector was positioned at a 

small distance, 0.1 mm, from the skin's surface. 

The profile and intensity of back-scattered rays 

for incoherent irradiance at 337 nm, and 940 

nm can be seen in Fig. 3. The concentrated 

light with higher intensity was detected at 

higher wavelength. 
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Fig. 2. 3D layout of multilayered skin tissue at 

wavelength of a) 337 nm, b) 575 nm, and c) 633 nm. 

 
Fig. 3. Detector view at wavelengths of a) 337 nm, 

and b) 940 nm. 

To obtain the spectral reflectance from 

multilayered skin tissue, the incoherent 

irradiation sources at various wavelengths, λ, 

337, 442, 575, 600, 633, and 940 nm were 

considered. We input the specific optical 

properties of each skin layer, μa(𝜆),  μs(𝜆), 
g(λ), and n(λ), corresponding to each 

wavelength, into the Zemax software for 

simulation. The cross-section row of the 

detector viewer at each wavelength is depicted 

in Fig.4. It is obvious that the reflectance 

increased with increasing wavelength.   

 
Fig. 4. The back-scattered light profile at different 

wavelengths. 

Fig.5 shows the peak intensity of the reflected 

light in the wavelength range of 337 to 940 nm. 

This figure shows an increase of around 600 

nm due to more scattering by skin structures [3, 

18]. While, at shorter wavelengths, light is 

more likely to be absorbed by melanin, 

Hemoglobin, and other chromophores in the 

skin, leading to reduced reflectance [20, 21]. 

This trend is significant because the interaction 

of light with these chromophores can provide 

insights into the skin's physiological 

conditions and overall health. 
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TABLE. 3. VARIATION OF SKIN LAYERS THICKNESS IN DIFFERENT SKIN CONDITIONS AND ASSOCIATED BACK-SCATTERING INTENSITY. 

Skin conditions 

Thickness(mm) Max  

back-

scattering 

intensity Epidermis 
Papillary 

dermis 

blood net 

dermis 

Reticular 

dermis 

Deep blood 

net dermis 

Normal skin 0.1 0.15 0.1 1.5 0.1 1.56 

Mild solar damage 0.03 0.016 0.01 0.162 0.01 1.35 

Mild chronic 

dermatitis 
0.09 0.024 0.016 0.240 0.016 1.47 

Mild solar damage, 

chronic inflammation 
0.05 0.016 0.01 0.162 0.01 1.40 

 
Fig. 5. Reflectance peak as a function of 

wavelength. 

As the penetration depth and the reflectance in 

the near IR regime (940 nm) were more, it was 

selected for more analysis. To analyze the 

reflectance in different skin conditions, in 

accordance with Table 3, the mild solar 

damage, mild chronic dermatitis, and mild 

solar damage with chronic inflammation were 

simulated and the maximum intensity of 

reflection was recorded. As can be seen, the 

thinner the layers become, the less reflection 

occurs [22]. Understanding these variations is 

crucial for developing non-invasive diagnostic 

tools that employ optical methods for skin 

analysis. Additionally, external factors such as 

illumination conditions, can also influence the 

peak intensity of reflected light. In Fig. 6, a 

comparison was made between the back-

scattered reflections produced by incoherent 

irradiance (e.g., LED) and coherent irradiance 

(e.g., laser) at 940 nm. It is evident that while 

the peak intensity of back-scattered light is 

lower when using incoherent irradiance, it 

tends to be more isotropic, meaning the light is 

scattered uniformly in various directions. 

 

 

a) 

b) 
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Fig. 6. Detector view at wavelengths of 940 nm 

using a) incoherent irradiance, and b) coherent 

irradiance. 

The backscattered laser light exhibited speckle 

patterns (fluctuations in intensity) due to the 

coherent nature of laser light. Variations in 

path length, resulting from multiple scattering 

and differing refractive indices within tissue 

layers, introduced phase shifts to the light 

waves. This phenomenon caused constructive 

and destructive interference between multiple 

scattered light waves, creating bright and dark 

spots [23, 24]. Furthermore, minor cellular 

movements or refractive index changes alter 

the interference pattern, causing observable 

speckle pattern fluctuations [25]. The speckles 

pattern could be utilized in the Laser speckle 

contrast imaging technique to monitor the 

dynamics of skin tissue [26]. 

Also, Fig. 7 illustrates a comparison of the 

cross-sectional row of backscattered 

reflections obtained using both incoherent 

(LED) and coherent (laser diode) illumination. 

This comparison reveals that employing a laser 

diode as the light source resulted in higher 

sensitivity compared to using an LED [27]. 

However, the laser diode illumination resulted 

in a non-uniform cross-sectional profile. 

Therefore, LEDs could be advantageous in the 

diagnosis and treatment of skin conditions 

[28]. 

 

Fig. 7.  Cross section row of back-scattered 

reflection using incoherent irradiance, and coherent 

irradiance. 

IV. CONCLUSION 

Simulation allows researchers to study the 

optical properties of skin tissue in different 

conditions. Monte Carlo and Henyey-

Greenstein methods are two alternative 

approaches to model scattering in skin layers. 

However, HG is a good alternative when 

complexity is not necessary. In this paper, 

based on the simulation of the skin layer's 

parameters in the HG method, the back-

scattered reflectance was obtained at different 

wavelengths. Our results highlight the 

potential for using longer wavelengths to 

enhance light delivery and detection in the 

skin. 

Also, different skin conditions such as mild 

solar damage, mild chronic dermatitis, and 

mild solar damage with chronic inflammation 

were simulated and the back-scattered 

reflectance intensity was recorded at the 

detector. The findings demonstrated that 

decreasing layer thickness led to a reduction in 

reflected light.  Furthermore, when comparing 

coherent and incoherent light sources, we 

observed that coherent light resulted in a more 

intense reflection, but this reflection was 

distributed non-uniformly. Our results suggest 

that the HG method can be a valuable tool for 

optimizing light-based applications such as 

dermatological imaging, skin diagnostics, and 

phototherapy. 
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