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ABSTRACT 
 

Purpose of this research is Predicting Stock Price Crash Risk with a Deep 

Learning Approach from Artificial Intelligence and Comparing its Efficiency 

with Classical Predicting Methods. This research is post-event correlation type 

and practical in terms of purpose. The research data were extracted from the 

website of the Stock Exchange Organization and Codal website. The risk varia-

ble of crashing stock prices was introduced as a predictor. 3200 observations 

were obtained from 10-year data of 320 companies between 2012 and 2021. In 

the following, 29 variables were identified as variables that can affect the risk of 

crashing stock prices. Statistical methods such as unit root test, composite data, 

Hausman test and variance heterogeneity test were used. Next, the top 10 algo-

rithms in the field of deep learning were selected and used to model the men-

tioned variables with the CNN method. Python, Eviews and Excel software 

were used in this research. Examining the performance of different deep learn-

ing algorithms shows that the convolutional neural network method performs 

better compared to other algorithms and can improve the prediction accuracy. 

Therefore, it is suggested to use this algorithm in reviewing econometric data 

and especially predicting the risk of crashing stock prices. 

 

 

1 Introduction 

Theoretical and empirical studies have shown that there is a positive relationship between financial 

markets and economic growth [4, 18, 24, 25, 28]. Considering the importance of financial markets, 

predicting financial returns has an important place in investment decisions. However, financial mar-

kets are characterized by volatility, dynamism and complexity [6, 14, 34]. Movements in stock mar-

kets are affected by several factors such as macroeconomic factors, international events and human 

behaviour. Therefore, predicting changes in the stock price index can be a difficult task. The profita-

bility of investing in the stock markets largely depends on the ability to predict share movements. If a 
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forecasting model or method can accurately predict the direction of the market, investment risk and 

estimated error can be minimized. This issue attracts more investment to the stock markets and is also 

useful for law enforcement and market regulators in making appropriate decisions and corrective ac-

tions [20].Decision making is a complex process that includes analysing several factors and following 

different steps. It is believed that decision making is basically based on two things: personal resources 

or barriers and technical factors. Likewise, investors trust these two factors while making decisions in 

the stock market. Decision making by individual investors is usually based on their personal factors 

such as age, education, income and investment portfolio, etc. At the same time, their investment deci-

sions are also made from complex financial models. These models include models based on risk and 

expected returns related to investment and asset pricing models based on risk such as the capital asset 

pricing model. But decisions should never be made by relying only on personal resources and com-

plex models that do not consider situational factors. Situational factors are extended not only to the 

problem that the decision maker is facing, but also to the environment. Therefore, in order to make a 

proper decision, the variables of the problem should be analysed through the use of cognitive psy-

chology. Decision making can be defined as the process of choosing a specific alternative among a 

number of options [13].Financial markets are one of the most attractive innovations of our time. They 

have a significant impact on many fields such as trade, education, jobs, technology and subsequently 

on the economy [12]. Over the years, investors and researchers have been interested in developing and 

testing stock price behaviour models [11]. Nevertheless, analysis of stock market changes and its 

price change method is a very difficult challenge due to market dynamics and its non-linear, fluctuat-

ing, non-parametric, chaotic and chaotic nature[1].According to Zhong and Enke [35], stock markets 

are influenced by multiple and interdependent factors, among which economic, political, psychologi-

cal factors, and variables specific to each company can be mentioned. Technical and fundamental 

analysis are two basic approaches for analysing financial markets [21, 23]. Investors use these two 

approaches to make decisions in financial markets in order to invest in stocks and achieve high profits 

with low risk [3].The methods of fundamental analysis and technical analysis were challenged in the 

1960s by the random walk known as the efficient market theory [9]. , which proposed that future 

changes in stock prices cannot be predicted based on stock price changes in to take place in the past 

Some empirical studies showed the presence of a random walk in stock prices [8, 16],(for example: 

Tong et al [32] However, most empirical findings have proven that stock prices are predictable 

[2].Forecasting the stock market price is a difficult and laborious task. Several theories about stock 

markets have been conceptualized during these years. They have tried to explain the nature of the 

stock markets or they have tried to explain whether the markets can be broken or not.Hence, decision 

makers should keep themselves updated by acquiring information. Knowledge from various fields in 

order to be able to perform the tasks they have to perform. Effective decision-making in the stock 

market requires a better insight and understanding of human nature in a global perspective, apart from 

strong financial skills and the ability to obtain the best results through investments. Positive perspec-

tive, foresight, perseverance and motivation are essential for the success of an investor in his invest-

ment decisions [15].The characteristics of investors are different due to demographic factors such as 

socio-economic background, education level, age, gender and similar things. Therefore, it is difficult 

for an investor to make the right investment decision based on the decisions made by another person. 

This means that the optimal investment decision for one investor may not be suitable for another in-

vestor [17]. Every investor has his own investment goals; the level of risk tolerance, money input and 

output, and other restrictions are different for each person, and based on this, he designs his invest-
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ment portfolio by considering all these factors [22].Institutional investors should also estimate the 

optimization of production variance. But when it comes to investment decisions by individual inves-

tors, they cannot follow the standard procedure for designing the optimal investment strategy. In this 

way, it is said that they suffer from behavioural biases [29].Psychological biases may affect their in-

vestment decision making process. The influence of behavioural factors on decisions is often ignored 

by individual investors and this disrupts their investment performance in the stock market [30].There 

are different methods for forecasting the stock market with the help of historical data. In one classifi-

cation, these methods are classified into two groups, linear and non-linear, and in another type, they 

are classified into machine learning and statistical methods; but the proper classification is to group 

them in smart and classic ways. In classical forecasting methods, it is assumed that the future values 

of the price follow the linear trend of the past values, and regression, Garch and Arima models are 

included in this category. Neural networks, fuzzy logic, support vector machines and collective learn-

ing models are included in the category of intelligent methods [5]. The results of the comparisons 

have shown that intelligent methods overcome the limitations of linear models in comparison with 

classical methods, and have better ability to extract models from data and more accuracy for predic-

tion. In recent years, most of the studies done to predict the stock market are focused on intelligent 

methods, and among them, the neural network has been used the most and has a better efficiency than 

other models. Neural network is also used for forecasting in cases such as bankruptcy of companies in 

the stock market. Despite the complexity of forecasting in the stock market, the results of researches 

have shown that the neural network can be sufficient for modelling a complex system with the desired 

accuracy [10]. According to the above-mentioned materials, in this research, a new approach is used 

in predicting the risk of crashing stock prices, and since the previous research shows that the perfor-

mance of intelligent methods is far They are better than classical methods, for this purpose deep learn-

ing method of artificial intelligence is used. Deep learning is a subfield of machine learning that uses 

multiple layers of linear transformations to process sensory signals such as audio and video. In this 

method, the machine divides each complex concept into simpler concepts, and by continuing this pro-

cess, it reaches the basic concepts for which it is able to make decisions, and thus there is no need for 

full human supervision to determine the necessary information of the machine at any moment. There-

fore, deep learning is a class of machine learning algorithms that use multiple layers to extract high-

level features from the raw input. In other words, a category of machine learning techniques that uses 

several layers of information processing, especially non-linear information, to transform or extract 

supervised or unsupervised features, generally with the aim of analysing or recognizing patterns, clas-

sification, clustering [7]. According to the explanations given above, the main problem of the research 

is: Predicting the risk of crashing stock prices with a deep learning approach from artificial intelli-

gence. Also, in order to evaluate the effectiveness of the proposed method of this research, the results 

obtained from forecasting based on this approach are compared with classical forecasting methods, 

and based on RMSE and MAE criteria, the efficiency of the model the research is evaluated. 

2 Literature Review 

 Stock price crash risk is a phenomenon in which stock prices are subject to severe negative and sud-

den adjustments. So far, different approaches have been proposed to model and predict the stock price 

crash risk, which in most cases have been the main emphasis on the factors affecting it, and often tra-

ditional methods have been used for prediction [36]. Financial markets play an important role on the 

economic and social organization of modern society. In these kinds of markets, information is an in-
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valuable asset. However, with the modernization of the financial transactions and the information 

systems, the large amount of information available for a trader can make prohibitive the analysis of a 

financial asset. In the last decades, many researchers have attempted to develop computational intelli-

gent methods and algorithms to support the decision-making in different financial market segments 

[5]. Stock market is characterized as dynamic, unpredictable and non-linear in nature. Predicting stock 

prices is a challenging task as it depends on various factors including but not limited to political con-

ditions, global economy, company’s financial reports and performance etc. Thus, to maximize the 

profit and minimize the losses, techniques to predict values of the stock in advance by analysing the 

trend over the last few years, could prove to be highly useful for making stock market movements . 

Traditionally, two main approaches have been proposed for predicting the stock price of an organiza-

tion. Technical analysis method uses historical price of stocks like closing and opening price, volume 

traded, adjacent close values etc. of the stock for predicting the future price of the stock. The second 

type of analysis is qualitative, which is performed on the basis of external factors like company pro-

file, market situation, political and economic factors, and textual information in the form of financial 

new articles, social media and even blogs by economic analyst. Now a days, advanced intelligent 

techniques based on either technical or fundamental analysis are used for predicting stock prices. Par-

ticularly, for stock market analysis, the data size is huge and also non-linear. To deal with this variety 

of data efficient model is needed that can identify the hidden patterns and complex relations in this 

large data set [33]. The importance and unique position of the capital market in the economy of coun-

tries is not hidden from anyone; this financial institution has a decisive role in the optimal allocation 

of resources and the provision of financial resources of economic enterprises, which ultimately con-

tributes greatly to the growth and prosperity of a country's economy. The quantitative and qualitative 

expansion and development of Iran's capital market in recent years, along with the use of modern fi-

nancial tools, has led to liquidity from parallel markets to this area, which has led to an increase in the 

volume of transactions and increased attention of society members to the capital market. Knowing and 

investigating stock price behaviour has always been of interest to investors and researchers in this 

field; the actors of this market are trying to find and apply methods so that they can increase the profit 

of their capital by predicting the future stock price. Therefore, it is necessary that appropriate, correct 

and scientific methods are used to determine the future price of shares for investors. Some phenomena 

such as stock prices have a complex nature that makes it difficult to find a mathematical model to 

model the nonlinear relationship between input and output elements; Price changes in the stock mar-

ket are influenced by several factors such as macroeconomic variables - bank interest rates, currency 

exchange rates, inflation - as well as political events, industry conditions, corporate policies, investors' 

expectations and movements of other parallel markets. Historical data shows that the complex charac-

teristics of stock prices, such as non-linearity, uncertainty, volatility and dynamics, make it difficult to 

predict and the prediction results face great uncertainty. Considering that most researchers are of the 

opinion that financial markets follow a non-linear process. The use of non-linear models and ad-

vanced techniques has become increasingly popular among financial market experts for price predic-

tion; the use of artificial intelligence methods are among such activities. In recent years, prediction 

models based on deep learning have emerged, which mostly perform better than traditional methods. 

Deep learning is one of the topics of machine learning and artificial intelligence and is a set of algo-

rithms that try to model high-level abstract concepts using learning at different levels. In other words, 

the algorithms of this method use several information processing methods, especially non-linear in-

formation, to extract the best suitable features from the raw input [27].On the other hand, financial 
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time series prediction can be considered one of the main challenges in the time series and machine 

learning literature. In the last decades, several approaches have been proposed to predict financial 

time series and to provide decision-making support systems .Two major classes of work which at-

tempt to forecast financial time series are the statistical models and machine learning approaches. 

Traditional statistical methods generally assume that the time series under study are generated from a 

linear process, and try to model the underlying time series generation process in order to make predic-

tions about the future values of the series. However, financial time series are essentially complex, 

highly noisy, dynamic, nonlinear, nonparametric, and chaotic in nature. Machine learning techniques 

have been applied with relative success in modelling and predicting financial time series. Many ma-

chine learning techniques are able to capture nonlinear relationship between relevant factors with no 

prior knowledge about the input data. Among these techniques, artificial neural networks (ANN) have 

been widely used in forecasting time series, since they are data-driven, self-adaptive methods able to 

capture nonlinear behaviors of time series without any statistical assumptions about the data. Due to 

these advantages, several types of ANNs and hybrid mechanisms have been used in forecasting finan-

cial time series [27]. Artificial Intelligence (AI) provides us an ideal opportunity to precisely capture 

investor sentiment, as AI can directly estimate investor sentiment without a pre - set emotional dic-

tionary or selecting principle component, and thus help reduce forecasting bias caused by subjective 

interference or common approximation errors. In addition, with its independent deep learning ability, 

AI can precisely tell the assignment of a word “s sentiment value in a specific scenario, given that one 

word may reflect different degree of sentiment with respect to different scenarios [26]. All kinds of 

artificial intelligence models have established their place in financial market calculations and fore-

casts; In the meantime, architectures based on deep learning, which are based on machine learning 

algorithms, have been taken into consideration by solving the weaknesses of traditional neural net-

work models regarding the prediction of dynamic structures. The most important advantage of deep 

learning algorithms compared to traditional neural network models is the automatic extraction of ap-

propriate features from raw inputs, which it uses for the learning process of the model; In other words, 

the algorithms of this method use several layers of information processing and especially non-linear 

information to extract the best suitable features from the raw input [27].Most of the previous work in 

this area use classical algorithms like linear regression, Random Walk Theory (RWT), Moving Aver-

age Convergence . Divergence (MACD) and also using some linear models like Autoregressive Mov-

ing Average (ARMA), Autoregressive Integrated Moving Average (ARIMA), for predicting stock 

prices. Recent work shows that stock market prediction can be enhanced using machine learning. 

Techniques such as Support Vector Machine (SVM), Random Forest (RF). Some techniques based on 

neural networks such as Artificial Neural Network (ANN), Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN) and deep neural networks like Long Short Term Memory (LSTM) 

also have shown promising results. ANN is capable for finding hidden features through a self-learning 

process. These are good approximators and are able to find the input and output relationship of a very 

large complex dataset. Thus, ANN proves to be a good choice for predicting stock price for an organi-

zation. Selvin et al predicted stock price of NSE listed companies by a comparative analysis of differ-

ent Deep learning techniques [33]. Also, in this field, different researchers analysed in this regard. for 

example Ruan et al. [26] investigated a research titled A New Investor Index Based on Artificial Intel-

ligence: A Predictor of Return Power in China. This paper proposes an investor sentiment index that 

is compatible with the purpose of predicting stock market returns using the deep learning method that 

has been widely used in artificial intelligence. The results show that the investor-sentiment index has 
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a positive relationship with the future return of the stock market in a monthly period, but it has a nega-

tive relationship with the future return in a longer horizon. In addition, the investor sentiment index 

performs better than other known predictors in the sample and out of the sample and can predict 

cross-sectional stock returns sorted by industry. It also shows a positive relationship between the 

monthly investor sentiment index and the dividend growth rate. Investors' expectations about future 

cash liabilities can help predict the returns of the investor sentiment index. Vijh et al [33] investigated 

a research entitled predicting the closing price of stocks using machine learning techniques. The re-

sults showed that accurately predicting stock market returns is a very challenging task due to the un-

stable and non-linear nature of financial stock markets. With the introduction of artificial intelligence 

and increasing computing capabilities, it has been proven that programmed methods are more effec-

tive for predicting stock prices. In this work, artificial neural network and random forest have been 

used to predict the closing price of the next day for five companies belonging to different operational 

departments. Financial data such as open, high, low, and close stock prices are used to create new 

variables that are used as input to the model. Standard strategic indicators of evaluation show that the 

models are efficient in predicting the final stock price. Lin et al [19] suggested to use the ELM meth-

od due to the problems that exist in the classical methods, and the results of their research showed that 

this method is very efficient. In their research, they showed that, in general, the predictive assembly of 

a set of neural networks will lead to improving the predictive accuracy and stability of the results. 

These results are more accurate than the models that make them up. Takach and Werner [31] used 

intelligent methods to predict the stock market and showed that the neural network is more useful and 

has better efficiency than other models. He has investigated neural network programs in various busi-

ness fields with 412 applications, which were published in influential and prestigious journals be-

tween 1994 and 2015. Although the reviewed authors have successfully used neural networks for var-

ious tasks, our results show that the most investigated cases in our study were economic distress and 

bankruptcy, stock price forecasting, and credit scoring. Sharif-far et al [27] conducted a research un-

der the title of evaluation and validation of the optimal deep learning architecture in stock price pre-

diction (short-term persistent memory algorithm approach). In this research, the ability of short-term 

persistent memory algorithm architectures to predict stock prices has been investigated; In addition, 

while classifying the factors affecting the stock price, the components indicating the transactions of 

real and legal shareholders have been introduced and examined as a factor affecting the stock price. 

To implement the model, three groups of price data, technical indicators and transactions of real and 

legal shareholders have been used. The results of the research show the better performance of the 

short-term persistent memory algorithm architecture compared to its simple model as well as the RNN 

model. Faghihi-Nejad and Minaei [10] conducted a research titled "Prediction of stock market behav-

iour based on artificial neural networks with intelligent collective learning approach". Forecasting 

financial time series is one of the challenging and important issues in forecasting, and researchers try 

to extract hidden patterns to predict the future of the stock market. The aim is to provide an intelligent 

model for predicting stock market behaviour. In this article, to increase accuracy, a model based on 

collective learning algorithms with basic models of neural networks is used. To consider the direction 

of the price change in the forecast, a two-stage structure has been used. In the first step, the next direc-

tion of stock price movement (increase or decrease) is predicted and it is used to predict the price in 

the second step. The accuracy of the results and increasing the forecasting efficiency are the most 

important challenges of the proposed models in the stock market. The important point for the profita-

bility of transactions is to pay attention to the direction of the stock price change in its price predic-
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tion, which has been given less attention in forecasting models. The proposed model using methods 

based on artificial intelligence shows that it is possible to predict the behaviour of the stock market 

despite its fluctuating and unstable nature. The results of evaluation criteria on real stock price data 

show that the proposed model can more accurately overcome market fluctuations and be used as a 

reliable and practical method in stock markets compared to other methods. Arévalo et al [3] studied a 

dynamic trading rule based on filtered flag pattern recognition for stock market price forecasting. In 

this paper they proposed and validated a trading rule based on flag pattern recognition, incorporating 

important innovations with respect to the previous research. Firstly, they proposed a dynamic window 

scheme that allows the stop loss and take profit to be updated on a quarterly basis. In addition, since 

the flag pattern is a trend-following pattern, we have added the EMA indicator to filter trades. This 

technical analysis indicator is calculated both for 15-min and 1-day timeframes, which enables short 

and medium terms to be considered simultaneously. We also filter the flags according to the price 

range on which they are developed and have limited the maximum loss of each trade to 100 points. 

The proposed methodology was applied to 91,309 intraday observations of the DJIA index, consider-

ably improving the results obtained in the previous proposals and those obtained by the buy & hold 

strategy, both for profitability and risk, and also after taking into account the transaction costs. These 

results seem to challenge market efficiency in line with other similar studies, in the specific analysis 

carried out on the DJIA index and is also limited to the setup considered.  Klashanov et al. [15] stud-

ied Artificial intelligence and organizing decision in construction. . The proposed method is effective 

implementation of organizational and technological solutions with the use of its information models 

and systems of making management decisions on the results of monitoring the construction process. 

The basic information based on models of knowledge representation (semantic, frames, production 

rules and regulations, precedents), and concepts on the application of artificial neural networks in 

construction and information about the methods of extraction of knowledge and formation of 

knowledge bases. Examines the structure and functions of expert systems and decision support sys-

tems solutions .Cavalcante et al [5] studied Computational Intelligence and Financial Markets: A Sur-

vey and Future Directions. This paper gives an overview of the most important primary studies pub-

lished from 2009 to 2015, which cover techniques for pre-processing and clustering of financial data, 

for forecasting future market movements, for mining financial text information, among others. The 

main contributions of this paper are: (i) a comprehensive review of the literature of this field, (ii) the 

definition of a systematic procedure for guiding the task of building an intelligent trading system and 

(iii) a discussion about the main challenges and open problems in this scientific field. 

 

 

3 Research Objectives   

3.1 The main objective 

Forecasting the risk of crashing stock prices with a deep learning approach from artificial intelli-

gence and comparing its efficiency with classical forecasting methods 

 

3.2 Sub-goals 

Comparing the performance of different deep learning algorithms from artificial intelligence 

Comparing the effectiveness of the best deep learning approach from artificial intelligence with 

classical forecasting methods (exponential smoothing and ARIMA) 
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4 Methodology 

 This research is post-event correlation type and practical in terms of purpose. The research data were 

extracted from the website of the Stock Exchange Organization and Codal website. The risk variable 

of crashing stock prices was introduced as a predictor. 3200 observations were obtained from 10-year 

data of 320 companies between 2012 and 2021. In the following, 29 variables were identified as vari-

ables that can affect the risk of crashing stock prices. These variables are: "TTM Net Profit Margin", 

"MRQ Net Profit Margin", and “Return on Assets, Return on Equity “,” Earnings". "Fixed assets 

turnover", "Inventory turnover", "Inventory turnover period", "Accounts receivable turnover", "Debt 

collection period", "Total liabilities to total assets", "Debt to equity ratio" ", "debt ratio", "debt-to-

equity ratio", "long-term debt ratio", "accumulated profit-to-asset ratio", "interest expense coverage 

ratio", "current ratio", "current ratio", "liquidity ratio" "Ratio of free cash" of the company to net prof-

it, "Ratio of shareholders' cash flow to net profit", "Ratio of capital expenditure to net profit", "Ratio 

of operating cash to total liabilities", "Ratio of investment cash flow to Income", "enterprise value 

logarithm", "book value logarithm" and "operating cash flow logarithm". Statistical methods such as 

unit root test, composite data, Hausman test and variance heterogeneity test were used. Next, the top 

10 algorithms in the field of deep learning were selected and used to model the mentioned variables 

with the CNN method. Python, EViews and Excel software were used in this research. 
 

 = -[   ∑ ].[(n-1)(n-2)  (1) 

In formula per month   Company specific monthly return  :relationship (1)  the number of   :  And

. In this model, the higher the negative skewness monthly returns observed during the financial year 

coefficient, the more the company will be subject to a  crash   in the stock price. The specific monthly 

indicated by , is equal to the natural logarithm of the number 1   return of the company, which is

plus the remaining number, which is calculated from the following equation  

= ln (1+  ) (2) 

In formula   relationship(2) in the month   the residual yield of the company's stock is calculated 

through the residual values obtained from the estimation of model (3). 
 

= α +  +  +  +  +  +  (3) 

 

In this regard: 

In formula  relationship(3)  in the month   Return of the company's stock :  

 Market return per month  : 

Is. To calculate the monthly return of the market, the index at the beginning of the month is subtracted 

from the index at the end of the month and the result is divided by the index at the beginning of the 

month.   
 

5 Findings 

5.1 Pre-Test Statistical Techniques    

Before analyzing and testing the hypotheses, the reliability of the research variables has been investi-

gated. The results show that the significance level of all research variables was less than 5%, so all 

these variables are at a stable level in the period under review. 
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Table 1: The Results of Levin, Lin and Chu Test to Check the Significance of Research Variables 

Variable symbol 
Statistics Levin, 

Lin and Chu 
p-value Test result 

Net profit margin 

TTM 
X1 4793.73  0.0001 H 0 is rejected (the desired variable is mean) 

Net profit margin 

MRQ 
X2 453.196  0.0001 H 0 is rejected (the desired variable is mean) 

on assets X3 18.0574-  0.0001 H 0 is rejected (the desired variable is mean) 

Return on equity X4 419.260  0.0001 H 0 is rejected (the desired variable is mean) 

The ratio of earnings 

before interest and  

taxes to assets 

X5 3757.27  0.0001 H 0 is rejected (the desired variable is mean) 

of assets X6 28.0531-  0.0001 H 0 is rejected (the desired variable is mean) 

Circulation of fixed 

assets 
X7 96298.8  0.0001 H 0 is rejected (the desired variable is mean) 

Inventory turnover X8 702.307  0.0001 H 0 is rejected (the desired variable is mean) 

Inventory turnover 

period 
X9 1181.53  0.0001 H 0 is rejected (the desired variable is mean) 

receivable circulation X10 857.379  0.0001 H 0 is rejected (the desired variable is mean) 

Periodicals Collec-

tion 
X11 31.8488-  0.0001 H 0 is rejected (the desired variable is mean) 

Total liabilities to -

total assets 
X12 44.9506-  0.0001 H 0 is rejected (the desired variable is mean) 

Total liabilities to 

equity 
X13 634.259  0.0001 H 0 is rejected (the desired variable is mean) 

debt ratio X14 1081.87-  0.0001 H 0 is rejected (the desired variable is mean) 

debt to equity ratio X15 355.171  0.0001 H 0 is rejected (the desired variable is mean) 

Long term debt ratio X16 8747.35-  0.0001 H 0 is rejected (the desired variable is mean) 

The ratio of retained 

earnings to assets 
X17 59.8819-  0.0001 H 0 is rejected (the desired variable is mean) 

Interest expense 

coverage ratio 
X18 50327.1  0.0001 H 0 is rejected (the desired variable is mean) 

current ratio X19 27.6245-  0.0001 H 0 is rejected (the desired variable is mean) 

instantaneous ratio X20 72.8000  0.0001 H 0 is rejected (the desired variable is mean) 

cash ratio X21 62.8445-  0.0001 H 0 is rejected (the desired variable is mean) 

The ratio of the 

company's free cash 

to net profit 

X22 17138.1  0.0001 H 0 is rejected (the desired variable is mean) 

The ratio of share-

holders' cash flow to  

net profit 

X23 64.9832-  0.0001 H 0 is rejected (the desired variable is mean) 

Ratio of capital 

expenditure to net  

profit 

X24 873.124  0.0001 H 0 is rejected (the desired variable is mean) 

The ratio of operat-

ing cash to total  lia-

bilities 

X25 53.7908-  0.0001 H 0 is rejected (the desired variable is mean) 

The ratio of invest-

ment cash flow to  in-

come 

X26 2708.12-  0.0001 H 0 is rejected (the desired variable is mean) 

The logarithm of the 

firm's value 
X27 147.839  0.0001 H 0 is rejected (the desired variable is mean) 

Logarithm of book 

value 
X28 710.699-  0.0001 H 0 is rejected (the desired variable is mean) 

Logarithm of operat-

ing cash 
X29 4251.74-  0.0001 H 0 is rejected (the desired variable is mean) 

The risk of crashing 

Y 42.0939-  0.0001 H 0 is rejected (the desired variable is mean) 
stock prices 
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The table shows the results of Chow's test (F statistic) related to the mentioned hypotheses about the 

research model: 

 
Table 2: The Results of the F Test (Limer) for Choosing the Pooling or Panel Method 

Model null hypothesis (H0) statistics Degrees of free-

dom 

p -

value 

Test result 

Research Company-specific effects are not significant 58.409 319 0.0005 panel method is suita-

ble 

 

As can be seen in Table 2, the null hypothesis of the test has been rejected at the 95% confidence level 

in the research model, so the panel data method should be used. As a result, there is a discussion of 

choosing between fixed and random effects models, for which Hausman's test is used.Hausman test is 

used to choose between random effects or fixed effects model. The results of the Hausman test for the 

research model are as described in Table 3: 

 

Table 3: Results of the Hausman Test for Choosing Between Fixed Effects and Random Effects Models 

Model null hypothesis (H0) Statistics Degrees of freedom p -value Test result 

Research The random effects method is 

 appropriate 

560.45 29 0.0259 fixed effects method is appropriate 

 

The results of the above table indicate that the fixed effects method should be used in the research 

model. In this research, the Brusch Pagan-Cook and Weisberg test was used to check the existence of 

the problem of heterogeneity of variance. 

 

Table 4: The Results of Pagan-Cook and Weisberg Brush Test to Detect Heterogeneity of Variance 

Model null hypothesis 

(H0) 

Brush   p -value Test result 

pagan - Cook and Weisberg statistic 
 

Research variances  are 

the same 
2.717  

0.2571 variances  

are the same 

 

The results of the table show that there is no variance heterogeneity problem in the model, because the 

calculated probability or p-value is greater than 0.05. 

 

5.2 Predicting the Risk of Crashing Stock Prices 

In this research, 4 classical methods and 10 deep learning methods were used in predicting the risk of 

crashing stock prices. In the table below, the accuracy of different algorithms in predicting this index 

has been investigated. 

Based on the results obtained in the initial modelling of different deep learning algorithms, it can be 

seen that three algorithms have better performance and can be considered as the superior algorithms 

compared to the classical prediction algorithms. be used Based on the obtained results, the convolu-

tional neural network algorithm has performed best in predicting the risk of crashing stock prices, 

followed by short-term memory network algorithms and multi-layer perceptrons. The next ones are 

placed. Below are the graphs related to the loss function of these algorithms in predicting the risk of 

crashing stock prices. 

 

 



Rahmati and Taieby Sani 

 
 

 

Vol. 9, Issue 4 , (2024) 

 

Advances in Mathematical Finance and Applications 

 

[1243] 

 

Table 5: Performance Comparison of Different Deep Learning Algorithms from Artificial Intelligence 

 

 

Fig. 1: The Loss Function Obtained From Modelling the Risk of Crashing Stock Prices Using the Convolutional 

Neural Network Algorithm 

 

 

Fig. 2: The loss function resulting from modelling the risk of crashing stock prices using the algorithm of short-

term memory networks 

Algorithm symbol MAE index RMSE index Select for the next step 

Convolutional neural network CNN 0.5944 0.78416 Yes 

Short -term memory networks LSTM 0.59567 0.78433 Yes 

Recurrent Neural Networks RNN 0.60227 0.77697 no 

Hostile productive networks GAN 0.6149 0.81553 no 

Radial basis function networks RBFN 0.61215 0.81853 no 

Multilayer perceptrons M.P 0.59808 0.78897 Yes 

Self-organizing maps SOM 0.61927 0.81367 no 

Deep belief networks DBN 0.61149 0.80232 no 

Restricted Boltzmann machines RBM 0.6121 0.80361 no 

Auto encoders AC 0.61281 0.8169 no 
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Fig. 3: The loss function resulting from modelling the risk of crashing stock prices using multilayer perceptrons 

algorithm 

5.2.1 Classical Algorithms 

In this research, 4 classic algorithms are used to predict the risk of crashing stock prices. In the table 

below, the accuracy of different algorithms in predicting this index has been investigated. 

 
Table 6: Comparing the Performance of Different Classical Algorithms 

 

As can be seen, the performance of ARIMA method is better than different ES models, and as a result, 

this model can be compared with superior deep learning algorithms. 

 

5.2.2 Comparing the effectiveness of the best deep learning approach with classical prediction 

methods 
Table 7: Comparing the Effectiveness of the Best Deep Learning Approach With Classical Prediction Methods 

 

   6 Discussion and Conclusions 

     According to the indices considered to compare the performance between different algorithms 

(RMSE and MAE), the best algorithm in predicting the risk of crashing stock prices was the convolu-

tional neural network algorithm. The results show that the prediction error of this algorithm is 

0.78416, which is better compared to other algorithms .In order to compare the efficiency between 

modern algorithms and classical algorithms in forecasting econometric data, ARIMA and exponential 

Algorithm symbol MAE index RMSE index 

pattern of cumulative moving average ARIMA 0.60307 0.7897 

Simple exponential smoothing ESS 0.60606 0.79298 

Double Exponential Smoothing ESD 0.60606 0.79298 

Triple Exponential Smoothing EST 0.60606 0.79298 

Algorithm symbol MAE index RMSE index 

Convolutional neural network CNN 0.5944 0.78416 

pattern of cumulative moving average ARIMA 0.60307 0.7897 

Simple exponential smoothing ESS 0.60606 0.79298 

Double Exponential Smoothing ESD 0.60606 0.79298 

Triple Exponential Smoothing EST 0.60606 0.79298 
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smoothing algorithms were used as representatives of classical algorithms. According to the obtained 

results, the accuracy of these algorithms is lower compared to the algorithm selected in deep learning, 

and as a result, it can be said that deep learning algorithms (especially the convolutional neural net-

work algorithm), They have better efficiency and can predict the risk of crashing stock prices with 

higher accuracy. According to the obtained results, it is suggested to use deep learning algorithms in 

reviewing the econometric data and forecasting the state of the stock exchange and in general the 

companies admitted to the stock exchange; Because they have a higher accuracy in predicting the 

main variables (especially the variable of the risk of crashing stock prices) and compared to classical 

forecasting methods, they can predict these variables with less error. Also, the investigation of the 

performance of different deep learning algorithms shows that among the investigated methods, the 

convolutional neural network method has a better performance compared to other algorithms and can 

improve the prediction accuracy. Therefore, it is suggested to use this algorithm in checking econo-

metric data and especially predicting the risk of crashing stock prices .The results show that, apart 

from the convolutional neural network algorithm, the algorithms of short-term memory networks and 

multilayer perceptrons also have good performance and can be used in predicting the risk of crashing 

stock prices. Become In general, it is suggested not to use only one algorithm in the review of econ-

ometric data and the review of data related to companies admitted to the stock exchange, and the re-

sults of the best algorithms should be evaluated side by side. To be placed this action helps in differ-

ent predictions, the errors that some algorithms may have in data evaluation (for various reasons such 

as the incompleteness of some data, the presence of outlier data and...), to be fixed to some extent and 

in general, to have a better performance in data prediction .In this research, in order to check the effi-

ciency of different methods, the data from the years 2013 to 2014 were used. In another research, by 

extending the years, different results can be obtained and after examining the data, the obtained re-

sults can be compared with the results calculated in this research. The results of this research are con-

sistent with the research of Ruan, Qingsong, et al [26].The results show that the investor-sentiment in-

dex has a positive relationship with the future return of the stock market in a monthly period, but it 

has a negative relationship with the future return in a longer horizon. In addition, the investor senti-

ment index performs better than other known predictors in the sample and out of the sample and can 

predict cross-sectional stock returns sorted by industry. It also shows a positive relationship between 

the monthly investor sentiment index and the dividend growth rate. Investors' expectations about fu-

ture cash liabilities can help predict the returns of the investor sentiment index. Also Park, Cheol‐Ho] 

and Scott H. Irwin [23] investigated a research titled predicting the closing price of stocks using ma-

chine learning techniques. The results showed that accurately predicting stock market returns is a very 

challenging task due to the unstable and non-linear nature of financial stock markets. With the intro-

duction of artificial intelligence and increasing computing capabilities, it has been proven that pro-

grammed methods are more effective for predicting stock prices. In this work, artificial neural net-

work and random forest have been used to predict the closing price of the next day for five companies 

belonging to different operational departments. Financial data such as open, high, low, and close 

stock prices are used to create new variables that are used as input to the model. Standard strategic 

indicators of evaluation show that the models are efficient in predicting the final stock price. Lin, Lin, 

et al [19] suggested to use the ELM method due to the problems that exist in the classical methods, 

and the results of their research showed that this method is very efficient. In their research, they 

showed that, in general, the predictive assembly of a set of neural networks will lead to improving the 

predictive accuracy and stability of the results. These results are more accurate than the models that 
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make them up. Tkáč, Michal, and Robert Verner [31] used intelligent methods to predict the stock mar-

ket and showed that the neural network is more useful and has better efficiency than other models. He 

has investigated neural network programs in various business fields with 412 applications, which 

were published in influential and prestigious journals between 1994 and 2015. Although the reviewed 

authors have successfully used neural networks for various tasks, our results show that the most in-

vestigated cases in our study were economic distress and bankruptcy, stock price forecasting, and 

credit scoring .In this research, in order to cover the set goals, the risk variable of stock price fall was 

used as a dependent variable and in fact, different modelling were used to predict this variable. In 

another research, other variables can be examined and different data can be examined by choosing 

those variables as criterion variables. It is expected that the performance of different algorithms in 

checking the variables of the new criterion will be the same; if the performance results of the algo-

rithms were different, the reasons for this difference can be investigated. By examining deep learning 

algorithms among different predictor variables, a number of variables were selected as superior varia-

bles. In another research, the data can be re-examined by changing the predictor variables and the 

results obtained from changing the variables can be compared with the results obtained in this re-

search. In this research, 10 deep learning algorithms were selected and used to model the risk of fall-

ing stock prices. In another research, other algorithms can be used and the accuracy results of the in-

vestigated algorithms can be compared with the accuracy of classical algorithms. In this research, two 

classic models were investigated, which are: ARIMA and exponential smoothing. In another research, 

the performance of different algorithms can be compared by using other algorithms (such as GARCH, 

etc.). 
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