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Abstract: This study aims to mitigate the adverse effects of valve stiction, a nonlinear
phenomenon that causes oscillations and inaccuracies in industrial fluid control systems,
such as those found in the oil, gas, and petrochemical industries. The objective is to
develop a robust controller that ensures precise valve positioning and compensates for
stiction phenomena. A dynamic valve model incorporating stiction was formulated and
transformed into a state-space representation, taking into account both frictional and
elastic forces. A nonlinear backstepping controller, optimized via the particle swarm
optimization (PSO) algorithm, was designed to stabilize the system and achieve accurate
tracking of desired valve trajectories. MATLAB simulations demonstrated that the
optimized controller reduced steady-state tracking error to 2%, compared to 5% for the
standard backstepping controller, with overshoot minimized to 3% versus 8%. Under
parameter uncertainty (e.g., valve mass varying from 1 to 2 kg), the optimized controller
maintained a tracking error below 3%, outperforming the standard controller’s 10% error.
Lyapunov-based stability analysis confirmed robust stability across all conditions. These
findings highlight the proposed controller’s superior performance in compensating for
stiction, offering enhanced precision and reliability for critical industrial applications.

Keywords: Backstepping Controller, Particle Swarm Algorithm, Uncertain Condition,
Valve Stiction

Biographical notes: Hamed Khodadadi received his MSc and PhD degrees from the
Islamic Azad University, Tehran Science and Research Branch, in 2009 and 2016,
respectively, all in Control Systems. Mohammad Mahdi Giahi is currently pursuing
MSc degree in Rehabilitation Engineering at Islamic Azad University, Central Tehran
Branch, and in Biomedical Engineering (Biomechanics) at Amirkabir University of
Technology. Hamid Ghadiri received his PhD in Control Engineering from the Islamic
Azad University, Tehran Science and Research Branch, in 2014.

© 2025 by the authors. Licensee Islamic Azad University Isfahan Branch. This article is an open access article distributed under the
terms and conditions of the Creative Commons Attribution 4.0 International (CC BY 4.0)
(https://creativecommons.org/licenses/by/4.0/)



https://creativecommons.org/licenses/by/4.0/
mailto:giahimahdi@gmail.com
mailto:h.ghadirii@iau.ac.ir

1 INTRODUCTION

Control valves play a crucial role in various industries.
These valves function as key actuators in different
systems, including the chemical, oil, gas, aerospace,
automotive, and industrial machinery sectors. They are
responsible for controlling and regulating flow,
pressure, flow rate, and other process parameters. In the
chemical industry, control valves play a vital role in
adjusting the flow of chemical substances and
controlling production processes. In the oil and gas
industry, these valves are essential for controlling the
flow of hydrocarbon fluids and regulating pressure in
pipelines. In the aerospace industry, control valves are
used to regulate fuel and airflow in rocket engines.
Additionally, in the mechanical industries, such as
automotive and industrial machinery, control valves
play a crucial role in adjusting the flow of hydraulic
and pneumatic fluids. The accurate and reliable
performance of these valves can have a direct impact
on the safety and efficiency of the corresponding
systems. The issue of nonlinear behaviour and stiction
in the performance of control valves is one of the
critical challenges in their design and application [1].
Control valves typically operate using feedback control
systems, and their behavior is assumed to be linear.
However, the valves operate in a nonlinear manner in
practice. This nonlinearity can be due to phenomena
such as friction and mechanical backlash in the valve
assembly. The frictional forces acting on the valve's
moving surfaces become so substantial that they exceed
the available driving force, necessitating an external
force to initiate movement. This phenomenon can cause
oscillations in flow and pressure control. The nonlinear
behaviour and stiction in valves can lead to a reduction
in the accuracy and stability of the process. Given these
considerations, the design of control systems utilizing
control valves necessitates careful attention to potential
issues and the development of effective mitigation
strategies. Some of these solutions can include
improving the mechanical design of the valve, using
advanced control methods such as nonlinear control,
and employing advanced sensors to monitor the valve
condition. The necessity of providing control solutions
has a direct impact on the performance of the control
system. The nonlinearity and stiction of the valves can
cause oscillations, inaccuracy, and ultimately instability
of the control system. This issue is fundamental in
sensitive and critical processes such as the oil, gas, and
petrochemical industries [1-2].

Furthermore, mechanical solutions to these problems
are always accompanied by limitations. Therefore, the
use of advanced control methods can complement the
mechanical solutions and more effectively address
these challenges. Some appropriate control solutions
include the use of nonlinear controllers such as those
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based on adaptive control theory, the application of
intelligent techniques such as fuzzy and neuro-fuzzy
controllers, and the use of advanced sensors to monitor
the valve condition. These clarifications, based on the
accurate modelling of the nonlinear behaviour of the
valve as well as the use of appropriate control
techniques, can prevent the occurrence of oscillations
and instability in the system, and improve the accuracy
of the controlled system. Given the importance of this
issue and the need to ensure the proper functioning of
control systems, providing effective control solutions to
address the nonlinearity and stiction of control valves is
essential. Theproposed backstepping control method,
optimized by the PSO algorithm, offers significant
advantages in handling nonlinearities such as valve
stiction. Unlike traditional PI and PID controllers,
which may struggle with high levels of friction and
external disturbances,the backstepping controller
provides robust stability across a wide range of
dynamic conditions. The use of PSO allows for optimal
tuning of control parameters enhancing system
performance in terms of faster convergence, reduced
overshoot, and improved tracking accuracy.
Furthermore, the recursive nature of backstepping
enables the controller to manage system complexities
more effectively, making it a superior choice for
applications requiring precise control under nonlinear
constraints.

Valve stiction refers to the phenomenon where a
control valve suddenly shifts from a stationary state to
a moving state. This phenomenon leads to oscillations
and inaccuracies in the control system's performance.
Various factors influence valve stiction, including the
internal friction of the wvalve's moving parts,
contaminant particles in the passing fluid, the fluid's
viscosity, the force applied to the valve, and the
ambient temperature. Internal friction of the valve's
moving parts, caused by poor design or wear and tear,
can lead to valve stiction. Additionally, the entry of
contaminant particles into the valve and their adhesion
to moving parts exacerbates this phenomenon [3].

Fluid viscosity significantly impacts valve stiction.
High-viscosity fluids generate greater frictional forces,
increasing the likelihood of stiction. Additionally,
ambient temperature fluctuations can alter fluid
viscosity, which in turn affects stiction. Lastly, the
applied force on the valve is crucial. A sufficient force
iS necessary to overcome stiction and initiate valve
movement. By understanding and managing these
factors, stiction can be minimized, leading to improved
control system performance [3]. Figure 1 illustrates the
relationship between the applied force and the resulting
movement output of the mechanical valve under study.
The x-axis represents the force applied to the valve,
while the y-axis describes the valve’s movement
output. This figure reflects the displacement of the
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valve stem. The graph illustrates the valve’s response
across a range of applied forces, highlighting the
nonlinear behavior resulting from stiction and friction
effects.
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Fig.1  Stiction hysteresis diagram (vertical axis of valve
output-horizontal axis of valve control input) [4].

According to “Fig. 17, the different parts of the
diagram can be defined as follows:

Backlash: In the tool process measurement
instruments, the relative mechanical movement
between the mechanical parts when the motion is
reciprocating, leads to instability [4].

Hysteresis: The motion cycle of the mechanical part
based on the forces applied to the different parts of the
valve, transiently and permanently. Figure 1 shows this
cycle from point C to point A [4-5].

Damping range: In the measurement tool process, the
range through which the input signal may change after
a change in direction, without causing an observable
change in the output signal [4].

Effective control of mechanical valves is critical for
achieving a stable procedure, precise tracking, and
compliance with industrial performance standards.
However, nonlinear phenomena such as friction and
stiction often degrade control performance in systems
with contacting moving parts [4], [6]. Recent research
on valve stiction compensation, nonlinear control, and
optimization provides a robust foundation for
addressing these challenges. This study, based on these
advancements, proposes a PSO-enhanced backstepping
control strategy.

Significant progress has been made in modeling and
mitigating valve stiction. For instance, [7] developed a
stiction model to re-tune PI controllers, achieving a 7%
reduction in steady-state error across industrial control
loops. Similarly, [8] proposed an enhanced PI
controller that reduced oscillations by 10% in process
industries, demonstrating improved stability. For

pneumatic valves, [9] introduced a simultaneous
parameter identification method, which boosts model
accuracy by 15% and enables more precise control
designs. These findings highlight the importance of
accurate stiction modeling for practical controller
tuning.

Intelligent and data-driven approaches have also gained
traction. Reference [10] employed an LVQ neural
network to detect stiction with 95% accuracy,
facilitating proactive control adjustments. Experimental
studies by [11] further advanced the field by modeling
sticky valve dynamics, reducing response time
variability by 12%. These contributions highlight the
potential of integrating intelligent diagnostics with
control strategies to enhance system reliability.

In nonlinear control, optimization techniques have
proven effective for valve systems. [12] Applied PSO
to servo-pneumatic systems, leading to an overshoot
reduction of 12%. In comparison, [13] used PSO-tuned
nonlinear Model Predictive Control (MPC) to achieve
an 8% reduction in tracking error for hydraulic valves.
Similarly, [14] reported a 10% improvement in tracking
accuracy using PSO-optimized backstepping control
for fluid flow systems. A comprehensive review by
[15] noted that optimized control strategies improved
electro-mechanical valve response times by up to 15%
in gas expanders, emphasizing the versatility of
optimization-driven approaches.

This study aligns with these advancements by
addressing valve stiction through a PSO-enhanced
backstepping control approach. Unlike traditional
methods that may overlook nonlinearities [4], this work
leverages the recursive stabilization capabilities of
backstepping [6] to systematically design a controller
that ensures both stability and performance. By
integrating PSO to optimize controller coefficients
[16], this study aims to reduce tracking errors and
response variability further. As shown in “Fig. 27, this
research highlights the intersection of model-based
control, intelligent diagnostics, and optimization,
contributing to the leading evolution of valve control
technologies.

Disturbances
Refer
ence
Input

- +
+ Backstepping Valve with
Controller % Stiction Effects ;

PSO Algorithm

Fig.2  Proposed control scheme for valve system.



2 DYNAMICAL MODEL OF THE SYSTEM

Generally, finding an appropriate model to describe the
relationship between system components is of great
importance [17-21]. Besides, to achieve a stable state,
tracking, and desired transient performance as defined
by industrial standards, the nonlinear behaviour of the
model can be ignored in the design of the controller for
mechanical systems. Friction and abnormal reactions
are nonlinear factors that may reduce the control
performance of the system. Friction exists in any
mechanical system where moving parts are in contact.
Stiction due to friction is present on the valve [22]. The
dynamic model of the system is presented as follows,
which is derived from Newton's second law. The
parameters of “Eq. (1)” are introduced in “Table 1

Msag = Myiiy =Y F; = F, + F, + F; + E, + F; (1)

Table 1 The parameters of the model [5]

Parameter Description Unit
Ms Mass Kg
Acceleration of rotation of the 2
as m/s
valve
Xs Valve position M
Fa Pneumatic force N
Fr Elastic force N
Ft Friction force N
Fp Force due to pressure drop N
Fi Additional force to close the valve N

The parameters of “Eq. (1)” are introduced in “Table
1.

M is the mass of the piston, and x is the position of the
piston. In the above expression, F, is the pneumatic
applied force and is described as Fa = A u. Besides,
the contact area is A, which is the surface subject to
stickiness and input (in the framework of the pressure
of the air entering through the piston), and u denotes
the input. F. which is equal to —k x; is the spring force,
and k is the spring constant. In addition, F, indicates
the force arising from the pressure drop in the piston
and is equal to —adp. In this Equation, a is the
coefficient of imbalance, and Ap is the pressure drop
around the piston. Since F, is less than the frictional
force Fy and F,, F, can be neglected. Besides, F; is the
additional force which is needed to open the piston, and
it can be ignored for this reason. The forces of friction
and resistance are specified as Frand shown as “Eq.
(2)” [22-23].

a, + b,v if ve 0 vl

a; + bzv lfv € (vmsw vmax]
—a;+bv ifve (—vpg 0]

—az + bZV lfv € (_vmux _vmsw]

@)

Fy(v) =
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If by <0and b, >0, friction can be completely
different. If the absolute value of velocity is less than
the vg,, It may create unstable behaviour and then lead
to a limit cycle. This model effectively identifies
friction and predicts compensation and limit cycles due
to friction. F, or Coulomb friction, is constant, while F,
represents viscous friction, F, denotes maximum static
friction (stiction), and v indicates velocity linked to
viscous friction. Friction values reveal distinct
frictional traits. The friction force versus velocity graph
(“Fig. 3”) shows that the stiction force must be
overcome before valve movement. At zero velocity,
with the valve stationary, F, and F, exhibit specific
effects [14]. According to the stated contents, the state
space model of the valve is obtained as (3):

[ﬂ = A[%] + Bu(®) + kyusign(v), @3)
y =x 4)
Where:
% b ool o

n m
i(Fc + (F, - Fc)e(%)z) ®)

In the above Equations, x and v represent the valve's
position and velocity, respectively. The matrix A
contains coefficients that describe the system's
dynamics; specifically, the first element 0, indicates
that the change in velocity is independent of position.

The second element—ﬁ, represents the effect of the

elastic force on the valve's acceleration, based on the
spring constant K and the mass of the valve m.

2000

Fs
1000 ¢

0

-1000

Friction force (N)

-2000
-0.5 0 0.5

Velocity (m/s)

Fig. 3  Friction force based on speed [17].

Additionally, the term —% accounts for the influence

of the friction force F on the valve's acceleration. The
matrix B relates the control force to the valve's

. . . Ak
acceleration, with its second element —



5 Hamed Khodadadi et al.

demonstrating the effect of the pneumatic force A on
the valve's acceleration. In this system, based on the
force applied to the valve z, the valve's movement
speed and the stiction amount are different and
controllable. Parameters m, k, and vs are considered as
the valve's parameters. The output y is regarded as the
valve position.

3 DESIGN OF THE PROPOSED CONTROLLER

The backstepping method is one of the most widely
used nonlinear control design techniques. This method
can produce a general asymptotically stabilizing control
law for controlling nonlinear and unstable systems. The
method used for designing the controller is a nonlinear
backstepping method. In this approach, an appropriate
Lyapunov function is used at each stage, and then by
establishing Lyapunov stability conditions, the control
law is derived. In the backstepping method, this process
is repeated at each stage until all control inputs are
obtained, ensuring that the system's state becomes
asymptotically stable [24]. The backstepping method
provides a recursive approach to stabilize the origin of
a system in strict-feedback form. To describe the
system, we present the following Equations.

x = fr(x) + g (x)zy (6)

7y = fi(x.z1) + g1(x.21)z4 (7
Zy = fo(x.21.25) + 92(x.21.2,) 74 )
Zy = fi(x.20.25 ..Zy) + 9i(X.21. 2 ... Z;)Z1 41 9)
Zy = [r(x.21.25 .. Z3) + gr(X.21. 25 ... Z3)U (10)
In which,

a) xeR"n=>1

b) 71, 2o, ..., Zi, ..., Zk-1, Zk are scalar quantities.

C) u is a fence input to the system.

d) fx, f1, fo, ..., fi, ..., fia, T are zero at the origin.

e 0Ju 02 ..., g ..., g1, Ok are non-zero at the

desired domain.

Consider the first subsystem. Assume that this
subsystem is stabilized at the origin by a known and
specified control u(x). It is also assumed that a
Lyapunov function Vy exists for this subsystem,
indicating that some other methods stabilize the
subsystem x. The backstepping method extends this
stability to z around it.

In systems that are in this strict-feedback form and
have a stable subsystem x, the following hold:

- The backstepping-designed control input u has the
most stabilizing effect on the state.

- The state Z, acts as a stabilizing control on the state
Zn.1, the state preceding it.

- This process continues until each state Z; is stabilized
by the control Zi.1.

The backstepping approach specifies how to stabilize
the subsystem x using z;, and then continues by
determining how the next state, z,, leads z; toward the
required control to stabilize X [24]. Thus, this process
progresses from x outward through the strict-feedback
system until the signal control u is generated using the
proposed controller.

In addition, PSO is a meta-heuristic algorithm inspired
by the social behaviour of bird flocking and effectively
employed to optimize the parameters of various
controllers, including the backstepping method [25].
The PSO algorithm was chosen over other methods due
to its simplicity, global search capability,
computational efficiency, flexibility, and superior
ability to globally optimize the nonlinear controller
parameters for valve stiction compensation.

In addition, PSO demonstrated faster convergence to
optimal parameters (e.g., controller gains) than
alternatives like Genetic Algorithms (GA), as it forces
velocity updates guided by both personal and global
best solutions. By modelling the controller parameters
as particles in a search space, PSO iteratively updates
these particles based on their fitness values and the
positions of other particles [26]. This optimization
process excels in finding optimal controller gains,
enhancing system performance metrics such as
overshoot, settling time, and steady-state error. When
coupled with the backstepping control technique, which
recursively designs controllers for nonlinear systems,
PSO becomes a powerful tool for achieving robust and
high-performance control solutions.

4  SIMULATION RESULTS

Given the provided model, the PSO algorithm will be
used to optimize the control coefficients in the
backstepping control. In addition, to evaluate the
control method, a PID control method will also be
used, with the objective of analysing and comparing the
performance of both control methods in opening and
closing the valve, considering the effects of stiction.

4.1. PID Control Simulation

In this paper, the main purpose is to track the desired
values for opening and closing the valve while
accounting for the effects of stiction. In this simulation,
the parameters defined for the valve model and the
effects of stiction are specified in “Table 2”. The
electromechanical parameters are selected based on
several studies, especially [27].



Table 2 Parameters of the valve model

Parameter Value Unit
Sa 0.06452 m?
F; 1707.7 N
F, 1423 N
E, 612.9 Ns/m
K, 52538 N/m
Ve 0.000254 m/s
M 1.361 Pa/mA

For the simulation, the desired trajectory for the valve's
opening and closing percentages is defined by pulses
with a 50% amplitude, a period of 0.4 seconds, and a
duty cycle of 70%. Due to the simple and industrial
nature of the PID controller, this section evaluates its
performance in opening and closing the valve. The PID
controller design method is then described using the
Ziegler-Nichols trial-and-error approach.

In a PID controller structure, three gains must be
calculated: proportional gain Kp, integral gain K;, and
derivative gain Kg. Historically, the design of such
controllers relied on trial and error, requiring
significant time and cost as researchers manually
adjusted the parameters. The general design procedure
using the Ziegler-Nichols method involves starting with
small values of K, until the output shows oscillatory
behaviour. At this point, the oscillation period is
denoted as Ty, and the oscillation gain is denoted as K,.
Simulation results under the given conditions are
presented in “Figs. 4 & 57, showing the valve's opening
percentage and control input.

-rf
=== Pl controler

\Valve opening(%6)

\ -
h

3
Time (sec.)

Fig.4  Valve output (percentage of opening) over time
when applying a PID controller.

g 5| //l
z, Pt
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i
w
0 1 2 3 4 5 )
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Fig.5  Control input generated by the PID controller over
time, corresponding to the valve output in Fig. 4.
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Based on the obtained results, it is observed that in the
valve system, due to the effects of stickiness, the output
does not achieve the desired opening percentage. Due
to its nonlinear nature, the performance of the PID
controller is not evaluated properly. Therefore, the
backstepping control approach is designed and
compared with the PID controller.

4.2. Design Backstepping Controller

Considering the system Equations, a virtual control
input for each dynamic is necessary to design a
backstepping controller. Given that the system has two
dynamics, a two-step process is designed for this
control structure for the valve stickiness model. In the
dynamical model of the valve system, [x; x,]7 =
[x v]T. Now, the control input is designed in the
following two steps.

In the first stage of the controller design, the
backstepping controller method is initiated by defining
the innermost subsystem of the valve dynamics, as
illustrated in “Fig. 6”.

@
—> U1
X1

(&)—

X2

Fig. 6  Schematic diagram of the first step in the
backstepping controller design for the mechanical valve
system.

In the first step, according to the feedback controller
diagram, the error of the first loop is defined as
follows:

€1 = X1~ X1q4

€1 =X1 — Xyq

€1 =X — Xyq

€ =X — U

Xy = €y + uq (11)
€ =e;+u; — x4

uy = —kiey +x14

€1 =e;—kieq +x14 — X34

e, =e,—kie;

Proof 1: In this section, using the definition of the
Lyapunov function of the first step, the derivative
relations of the Lyapunov function are obtained. First,
the Lyapunov function is considered as a positive
function of the first step error:

Vl = %e{el (12)
Vi=ele; =el(e; —kieq) (13)
Vl = e’{ez - e{klel (14)
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In “Eg. 127, the changes in e4 indicate how the control
input affects the system's dynamics. In “Eq. 147, the
controller is explicitly defined as a function of previous
inputs. This relationship allows us to use the control of
prior inputs to stabilize the current state.

Second step: In the second stage of the controller
design, the backstepping controller method progresses
by addressing the outer subsystem of the valve
dynamics, building on the stabilization achieved in the
first step, as shown in “Fig. 7”.

. k F 1
xZ = —;xl —;vxz +;<F€ + (FS -
x\2
Fc)e(ﬁ) )sign(xz) (15)
X2d +_m e " u(t) ‘

X2

Fig. 7  Schematic diagram of the second step in the
backstepping controller design for the mechanical valve
system.

In “Eq. 157, X, represents the changes in the velocity
of the second dynamic variable of the system. This
Equation examines the various effects on the
acceleration of the valve. The parameter K denotes the
spring constant, which is related to the elastic force of
the system, and m represents the mass of the valve.

The term —%xl describes the impact of the elastic

force on the acceleration. Additionally, —%xz

indicates the effect of the friction force F, on the

valve's acceleration. The control force is considered as
x\2

i(FC + (Fs — Fc)e(E) ) where F, is the actuation force

and F; is the stiction force. This Equation provides a
precise description of the various influences on the
motion of the valve, contributing to a deeper
understanding of the system's dynamics.

According to the diagram of the backstepping method,
the error of the second step is calculated as follows:

€ =X; — Uy > €; =X; — U (16)
. k F 1
€=~ (e +x1d)_zv(ez +u1)+;<Fc+

(Fs — Fc)e(visy) sign(x,) + %ku — Uy 17)

m k Fv 1
u= E(—kzez +;x1d +;u1 —;(Fc‘i'

x 2
(F, — Felw) )sign<x2> +1iy) (18)
. k v
€, = —k,e, — ol %ez (19)

Proof 2: In this step, the function was defined as the
following Equations.

V = Vl + Vz. VZ = %egez (20)
. . k F
V= V1 + eg (—kzez - ;el - ;vez) (22)

V=cele,—elkie; — elk,e, — eggez -

k
95531 (23)
V=—elkje;,— el (kz + %) e, +ele, — egiel (24)
Considering the following Equations, the stability of

the system can be guaranteed by making the derivative
of the Lyapunov function negative:

_e{klel < _(kl)”elllz (25)
—e] (ko +2) e, < = (ky + =) lles 2 (26)
ele; < llewllllexll <5 llesll? + 2 llezl? @7)
—el Zey < lel|? + 5 les (28)

. F 1
V< —Ge)llesll? = (ko +22) lle 12 + 2 llea I? +

1 1k 1k
Llleall? +2E eyl + 25 ey 2 (29)

V= (k+ 2425 eyl = (ke + 224 24 2) ey
(30)

According to the obtained results, it is observed that
based on Lyapunov stability, the stability of the model
is ensured using the backstepping control structure. In
this paper, a robust controller design is proposed, where
in the first stage, a backstepping controller is used to
design the input flow to the valve. The results are as
follows. The coefficients of the backstepping controller
are determined as positive coefficients as [k k] =
[15 80 ] through the backstepping method and using a
trial-and-error approach.



4.3. Optimal Backstepping Method with PSO

PSO algorithm has successfully solved discrete and
continuous nonlinear optimization problems and uses
only basic mathematical operators, which leads to good
performance in static, noisy, constant, and dynamic
environments. Despite its numerous advantages, PSO
has limitations and drawbacks that can affect its
performance [16], [25]. The flowchart of the PSO
algorithm is presented in “Fig. 8.

Move

Initialization /r
V Synchronization
of speed and
Evaluation of it position
particles

Algorithm te: ati Investigating and determining the
~ condition best position of each particle and
population of particles

Fig.8  Flowchart depicting the structure of the particle
swarm optimization (PSO) algorithm used to tune the
backstepping controller’s coefficients for the mechanical
valve system.

In the PSO algorithm, population members are
interconnected and solve information exchange,
exhibiting high convergence speed. The collective
movement of particles is an optimization technique
where each particle tries to move toward areas with the
best personal and group experiences. PSO is simpler
than GA and ant colony optimization, and it requires a
smaller population size compared to GA. Therefore,
initializing the population in PSO is easier than in other
intelligent optimization algorithms. Besides, PSO’s
stochastic nature ensures it performs well under
uncertainty  (e.g.,, variable  stiction levels),
outperforming deterministic methods like linear
programming in handling nonlinear dynamics. To
determine the backstepping controller coefficients k,
and k,, the PSO algorithm is utilized, yielding values
of 19.8 and 97.7, respectively. Figures 9 and 10 show
the system output and control signals with the
backstepping and optimized backstepping controller
methods. Based on the obtained results for the
optimized backstepping method, the desired trajectory
for opening and closing the valve has been well
followed, and despite consecutive pulses, the error
percentage using the backstepping method has
decreased. Additionally, the optimized controller tracks

Int. J. Advanced Design and Manufacturing Technology 8

the desired trajectory more closely, with reduced
oscillations and faster convergence.

0 ==ref
80 === Backstepping
60 =PS0 back stepping

~

\Valve opening(26)
=

=
—
o
.
o
ES

Time (sec)

Fig.9  Valve output (percentage of opening) over time
using the standard backstepping controller and the PSO
backstepping controller.

< 0 —PS0 backstepping
£ - Bckstppig

S e
=

= S

Electric cur

=
—

3 4 5 6
Time (s

Fig. 10 Control signal using the backstepping and
optimized backstepping approaches.

In other words, the optimized backstepping controller
reduces the steady-state tracking error to approximately
2% compared to 5% for the standard backstepping
controller. Additionally, the overshoot and settling time
are minimized in the optimized case to approximately
3% and 0.05 seconds per pulse, respectively, compared
to 8% and 0.08 seconds per pulse for the standard
backstepping controller. Furthermore, the control signal
for the optimized controller is smoother, indicating less
aggressive actuation and better handling of stiction
nonlinearity (with a 10% reduction in the peak). To
evaluate the proposed control performance, the effects
of uncertainties on the model will be examined.

4.4. Simulation Considering Uncertainty

In this section, the behaviour of the controller in
achieving the desired output is examined against
parameter uncertainties in the model, specifically the
parameter m. Different values for m, including 1 kg, 2
kg, and 1.36 kg, are considered here, and the results of
the opening and closing valve using the backstepping
and optimized backstepping approaches are
demonstrated in “Figs. 11 & 127, respectively.
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Fig. 11 Valve output using the backstepping algorithms in
uncertain conditions for three cases.
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Fig. 12 Valve output using the optimized backstepping
algorithms in uncertain conditions for three cases.

As it is clear, despite the uncertainty in the valve
model, both controllers have well-controlled the
behaviour of the system output in tracking the desired
trajectory. For the backstepping controller, the tracking
error increases to 8-10% for m=2 kg, compared to 5%
under nominal conditions. Additionally, the controller
maintains stability but exhibits a 15% degradation in
performance.

The optimized backstepping one (the proposed
controller) maintains robust performance across all
mass variations, with minimal deviation from the
desired trajectory. In other words, the tracking error
remains below 3% across all mass values,
demonstrating high robustness. Settling time stays
consistent at ~0.05 seconds, with overshoot below 4%
even for m=2 kg, and performance degradation is less
than 5% under the worst-case uncertainty, highlighting
the PSO optimization’s effectiveness.

the standard backstepping controller, with overshoot
reduced to 3% versus 8% and settling time improved to
0.05 seconds from 0.08 seconds. Under parameter
uncertainty, such as valve mass variations from 1 to 2
kg, the optimized controller maintained a tracking error
below 3%, while the standard controller’s error reached
10%. These results highlight the optimized controller’s
robustness and adaptability, ensuring stable and
accurate valve operation across a wide range of
operating conditions. The proposed approach provides
a reliable solution for improving control performance
in critical industrial applications that are affected by
valve stiction.
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maximum von Mises stress decreases with increasing jawbone thickness. Also, by
increasing the bone thickness, the rate of crack propagation decreases, so that no
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1 INTRODUCTION

One of the most common jaw fractures is a mandibular
fracture. A jaw fracture can cause difficulty in eating
and speaking, and if left untreated, may lead to facial
deformity and asymmetry. There are various methods
for diagnosing, classifying, and treating mandibular
fractures. The mandible fractures hinder the
craniofacial ~ skeleton development in growing
individuals, resulting in ankylosis, asymmetry, or
mandibular insufficiency [1-2]. The mandibular bone
includes the ramus and body regions. In the body
region, fractures of the parasymphysis and symphysis
are very common. The treatment of a fracture, whether
open or closed, is dependent upon the fracture type, the
surgeon's expertise, the patient's medical conditions,
and the accessible facilities, with each technique
presenting distinct challenges and difficulties [3].
Experimental or numerical simulation methodologies
may be implemented to evaluate the biomechanics of
fractures in the mandible. Due to the clinical
complexities involved in diagnosing the bone fracture
process, fracture biomechanics are investigated using
numerical modeling techniques, including finite
element analysis [1-2]. By numerically simulating
mandibular fractures and examining the distribution of
stresses in different fracture areas, a precise
comprehension of fracture biomechanics can be
attained in order to develop appropriate treatment
strategies [4-5]. In fact, this analysis enables the
assessment of the position, dimensions, and strength of
the bone system, which in turn facilitates the
development of an optimal fracture treatment process.
An effective numerical modeling method for evaluating
the mandibular biomechanical behavior is finite
element analysis (FEM) [6-8].

Volmer et al. [9] experimentally investigated the
deformation of the mandible under mechanical loads
and compared the results with the values obtained from
finite element analysis. By comparing the numerical
and experimental data, a good correlation was observed
between the numerical modeling laboratory findings
(correlation coefficient = 0.992). According to their
findings, finite element analysis can be used as a non-
invasive, valid, and accurate tool for predicting a
variety of parameters related to the intricate
biomechanical features of the mandible. Employing
FEM, Kavanagh et al. [10] investigated the stress in
various mandible regions for two samples of intact and
fractured jawbones. Comparing their findings to
experimental investigations, they demonstrated that
numerical modeling can accurately predict the regions
of the mandible that experience high stress. Therefore,
the use of numerical modeling can help provide
appropriate treatment strategies for fractured jaws.
Hedesiu et al. [11] conducted a numerical analysis of
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the mandibular bone biomechanical features in the
presence of bone trauma. They used a human jaw
model with specified thickness and average properties
for the jawbone. Their findings indicate that the
edentulous jawbone undergoes a maximal stress of 1.3
MPa and a deformation of 1.6 mm when subjected to
the applied impact force. This stress value results in the
formation of fractures in the jawbone. Santos et al. [12]
investigated the distribution of stress in a model of the
edentulous mandible, having an effect of impact force
caused by the injury, employing FEM. The properties
of the jawbone were considered homogeneous in their
work. They assessed the effect of the location and
amount of the applied force on the amount and
distribution of the maximum stress. Their results
showed that applying impact force to the mandible
creates maximal stress in the upper jaw and neck areas,
which increases the likelihood of failure in these
regions.

Prior research has shown the validity of the FEM in
examining the quantity and location of fractures in the
mandible bone. The impact of jawbone thickness on the
distribution of maximal stress and the location of
fractures in an actual human jaw geometry with
heterogeneous bone properties under chewing loading
has not been examined in previous studies. Here, FEM
is employed to determine the propagation of cracks in a
precise geometry of a resorbed edentulous mandible
bone. The mandible geometry was created using 3D
scanning technology of the human jaw, and the bone
properties are considered heterogeneous. By measuring
the jawbone thickness, the relationship between
fracture and jawbone thickness under chewing force
loading is investigated. In this regard, five CT scan
samples of the mandible with different thicknesses are
compared. Additionally, crack propagation in various
samples is examined.

2 MATERIALS AND METHODS

2.1. Problem Description

A three-dimensional FEM of an edentulous, resorbed
jawbone was done using ABAQUS 2018 software. The
bone geometry was accurately modelled using
computed tomography (CT) images of an individual
jaw using Mimics software. Mimics is to create 3D
models of medical images. These models can be used
for engineering analyses and surgical simulations [11].
CT images were selected from five adults whose bone
bodies ranged in thickness from 10.2 to 11 mm, with a
variation of 2.0 mm between them. The longitudinal
and transverse thickness of the body region of each
model is given in “Table 1”. Also, “Fig. 1” shows the
image of the model used along with its geometric
specifications.
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Table 1 The body region thickness in both the longitudinal

Table 2 The cortical bone plastic properties [14-15]

and transverse directions for each case Stress [MPa] Strain [mm/mm]
Case Body Height [mm)] Body Width [mm] 99.54 0

1 10.23 10.87 110.37 0.00081
2 10.42 10.91 120.93 0.00233
3 10.62 11.01 125.31 0.00471
4 10.81 11.14 128.15 0.00724
> 1102 1123 130.89 0.00977

134.39 0.01225

137.13 0.01474

140.8 0.017235

Body width

Body height

(b) (a)

e Fig.1
geometrical characteristics of the bone.

(a): Image of jawbone model, and (b):

As shown in “Table 17, the thickness of the jawbone in
the height of the body has decreased by 0.2 mm, while
there have been minor changes in the width [13]. The
influence of the mandible thickness on the location of
the fracture and the propagation of cracks was
examined. The XFEM method in ABAQUS software
was used to investigate the effect of the thickness of the
mandible and its relationship with the rate of crack
propagation in the bone. The site of fracture
propagation was not pre-established, and its initiation
point was presumed to be at the location of maximum
stress.

2.2. Numerical Procedure

The materials used for the cancellous and cortical bone
regions are assumed to be viscoelastic and
heterogeneous. The cortical and cancellous bones have
Young's moduli of 14.4 and 0.480 GPa, respectively.
Additionally, the Poisson ratios of cancellous and
cortical bones are 0.4 and 0.3, respectively [14-15]. The
critical damage initiation strain and stress are supposed
to be 0.0004 and 50, respectively [14-15]. For cortical
bone, the values of the plastic deformation coefficients
are given in “Table 2”. In the viscoelastic models, the
Prony series parameters are used because the materials
behave close to the Maxwell model in this case [16].
The assumed delay period is 50 minutes, and the
treatment period is assumed to be 4300 hours, which
represents approximately 6 months [17].

The muscle force loading was applied dynamically to
the bone areas. The values of muscle forces are
provided in “Table 3” [15], [18]. Muscle forces were
also assumed to be distributed evenly over the muscle
areas [19].

Table 3 The muscle force loading

Muscle Force value [N]
Masseter 59.23
Medial pterygoid 39.60
Lateral pterygoid 33.44
Temporal 34.09
Suprahyoid 10

The loading of forces in different areas is shown in
“Fig. 2”.

[ateral Temporal
pterygoi g

Lateral

T 1
pterygoid empora

\

> A
i
{{‘\ Medial pterygoid prerye

Masseterfil
\\Q\

Masseter

Fig.2  Jawbone loading forces exerted by muscles.

The support at the end of the jawbone was assumed to
be completely constrained and fixed [20-21]. The upper
surface of the bone in the body area was subjected to a
force of 100 N [17], [22-24]. To apply dynamic loads, a
chewing action model with a chewing interval ranging
from 1 to 0.6 seconds, with an average of 0.8 seconds,



was considered. Note that the chewing interval varies
depending on the type of food, and these values are
considered in the case of normal foods. To apply the
described loading, the loadings determined in each part
are divided into small parts consisting of 57 ramp
functions, which together constitute the described
loadings. To investigate bone fracture and crack
propagation, the C3D20R nonlinear element type was
used [23].

ABAQUS software has the ability to generate a suitable
mesh for efficiently simulating various mechanical
problems. For this purpose, the capabilities of the
ABAQUS software were used to generate the
computational mesh in this study, and a computational
mesh was generated considering the physics of the
problem. The FREE element method was used due to
the complex geometry of the studied components.
Figure 3 illustrates the generated mesh, which consists
of 510,007 elements.

Fig.3  Computational mesh used in finite element
analysis.

3 RESULTS

In this study, crack propagation in a precise geometry
of an edentulous, resorbed jawbone is investigated
using finite element analysis. ABAQUS software is
employed to conduct FEM. Findings are analyzed
considering the von Mises stress and the crack
propagation created in the jawbone. In this section,
first, the Von Mises stress distribution in the mandible
at different jawbone thicknesses is investigated. Next,
the formation and propagation of cracks in these
models are studied. Also, the impact of cracks on the
stress distribution in various regions is investigated.

3.1. Von Mises Stress Distribution
Figure 4 depicts the von Mises stress in the jawbone
with different thicknesses. By increasing the jawbone
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thickness, the maximum value of the von Mises stress
decreases. For example, increasing jawbone thickness
from 10.2 to 11 results in a decrease in the maximum
von Mises stress from 999.3 to 119.2 MPa.
Additionally, the stress distribution becomes more
uniform as the thickness of the jawbone decreases. It is
also observed that in all thicknesses of the jawbone
examined, the minimum von Mises stress occurs in the
condylar neck.

Max Von Mises Stress = 999.3 MPa

Max Von Mises Stress = 138.3 MPa

Body Height = 10.23 mm

Max Von Mises Stress = 758.9 MPa
MPa)

Body Height = 10.81 imn

Max Von Mises Stress = 119.2 MPa

Body Height = 10.42 mm +1,152E 402

Mux Von Mises Stress = 276.7 MPa
Ml i

3
+1.0B0E-03
12.968E-04

Body Height = 11.02 mm

Body Height = 10.62 mm

e Fig. 4 Von Mises stress created in mandibular

bone in 5 different thicknesses.

3.2. Crack Propagation

As discussed, the maximum stress in the jawbone
occurs in the bone body. Depending on the thickness of
the jaw, the amount of this maximum stress and its
effect on the formation and propagation of cracks vary.
Figure 5 shows the crack propagation at different
jawbone thicknesses. The crack propagation decreases
with increasing bone thickness. For example, in a bone
model with a thickness of 10.2 mm, the maximum
stress generated is 999.3 MPa; in this case, the jawbone
exhibits the highest crack propagation rate in the body
region. By increasing the thickness to 10.4 mm, the
maximum stress generated is reduced to 758.9 MPa,
resulting in reduced crack propagation at this thickness.
By further increasing the thickness of the jaw in the
body region to 10.6 mm, the maximum stress generated
is reduced to 276.7 MPa. Due to the reduction in
thickness and the type of loads applied to the bone (as
in the previous two thicknesses), the concentration of
stress in the bone body region caused the crack to



15 Tayebeh Tazh et al.

spread in this thickness. Increasing the thickness to
10.8 mm resulted in a maximum stress of 138.3 MPa,
and at this thickness, the amount of crack spread is very
small. Finally, the 11 mm thick jawbone experiences
the maximum stress of 119 MPa in the bone body. At
this thickness, despite the concentration of stress in the
bone body, no crack was observed.

10.2mm 10.4mm
10.6mm 10.8mm

Fig.5  Crack formation and propagation in the bone body
at different thicknesses.

decrease in the thickness of the bone body, the
maximum stress increases, and the jawbone begins to
crack in the body region. Following the formation of
the crack, the maximum stress is generated at the
location of the crack.

5 CONCLUSIONS

Findings of this work revealed that the maximal von
Mises stress decreases as the thickness of the mandible
bone increases. Additionally, when estimating
mandibular bone fracture, individuals with an
edentulous resorbed jawbone may experience a fracture
due to muscle chewing forces if the mandibular bone
thickness is less than 10.8 mm. However, if the bone
thickness increases to 11 mm, the probability of
fracture decreases. The results were obtained in
accordance with the chewing pattern in the standard
state and may be subject to modification as the chewing

cycle is altered.
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1 INTRODUCTION

Monitoring in the context of engineering systems refers
to the continuous or periodic observation,
measurement, and assessment of infrastructure
conditions to ensure operational safety, detect potential
failures, and support decision-making processes. This
practice is crucial in environments where early
detection of anomalies can prevent catastrophic
incidents and reduce maintenance costs [2]. In railway
systems, monitoring involves evaluating various
parameters such as structural integrity, track alignment,
vibration, and environmental factors using a
combination of sensors and data processing methods
[15]. The integration of modern sensing technologies,
such as LiDAR and computer vision, has significantly
enhanced the ability to capture high-resolution spatial
data for accurate and real-time infrastructure
assessment [14].

Intelligent railway safety systems represent a shift from
traditional rule-based safety protocols toward adaptive,
data-driven solutions that utilize artificial intelligence
(Al) and sensor fusion to anticipate and mitigate risks.
These systems leverage high-frequency monitoring
data, such as LiDAR point clouds, vibration signals,
and environmental parameters, to detect anomalies
before they evolve into critical failures. Recent studies
have demonstrated the potential of intelligent methods,
including deep learning, semi-supervised models, and
sensor fusion, in improving obstacle detection, anomaly
classification, and infrastructure condition monitoring
with high precision and robustness in real-time
applications [1-2], [5]. The goal of such systems is not
merely to respond to failures but to proactively ensure
safety by predicting and preventing hazards under
diverse operating conditions.

Stress-informed  monitoring  involves  evaluating
internal stresses in rail structures induced by external
loads, often using curvature-derived metrics to assess
mechanical integrity in fatigue-prone zones [13].
Complementarily,  vibration  analysis identifies
structural anomalies through deviations in natural
frequencies and modal responses, indicative of stiffness
loss or material degradation [11-12]. These techniques
leverage foundational mechanical models such as the
Euler-Bernoulli beam theory, represented as

a2 2w (x,t) %2w(x,t)
aCe0) = 55 (B1557) + pA =27, @

Where w (x, t) denotes displacement, E Young’s
modulus, I moment of inertia, p material density, and q
(x, t) external loading. This formulation enables
accurate  modelling of dynamic rail deflections.
Additionally, damage localization is enhanced using
the modal curvature index, defined as:
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This captures changes in the second derivative of mode
shapes between damaged and undamaged states [13].
Enshaeian et al. [7] validated axial stress estimation
from field-measured vibration data, while Li et al. [6]
employed curvature-difference analysis for hidden
defect detection. Such physics-informed diagnostics,
when integrated with machine learning, offer a robust
framework for intelligent railway safety monitoring
[15].

Numerous studies have leveraged machine learning and
sensor data fusion to enhance obstacle detection and
structural risk assessment in rail systems. For instance,
Nan et al. [4] utilized 3D LiDAR for precise obstacle
detection, while Ge et al. [5] proposed a semi-
supervised learning model that effectively detects
unknown anomalies using vision-LiDAR fusion.
Additionally, Qu et al. [9] improved obstacle detection
through adaptive Euclidean clustering, and Tang et al.
[3] applied camera-LiDAR integration for real-time
track geometry mapping. These contributions
underscore the growing reliance on sensor-driven Al
techniques. However, many  prior  models
predominantly focus on visual, spatial, or
environmental parameters, often neglecting the
mechanical behavior of rails under stress and dynamic
loads.

In contrast, the present study introduces a stress-
informed and vibration-based monitoring framework
that integrates geometric derivatives (slope, curvature),
physical stress estimation, and vibrational frequency
analysis with Random Forest classification. By
combining spatial, mechanical, and dynamic features,
the proposed model provides a more comprehensive
approach to intelligent railway safety monitoring,
surpassing prior limitations and enabling more effective
risk differentiation under real-world conditions.

2 LITERATURE REVIEW AND PREVIOUS WORKS

One of the most significant advances in railway safety
monitoring has been the fusion of LIiDAR data with
machine learning techniques to detect obstacles,
monitor infrastructure, and assess operational risks.
Nan et al. [4] achieved a stable detection rate (STDR)
of over 95% using a 3D LiDAR-based obstacle
detection algorithm, effectively addressing geometric
distortion and terrain variation. Similarly, Wen et al.
[1] improved obstacle detection in adverse weather
conditions by introducing a dual-modality fusion
strategy, which reported an mloU of 87.38%,
demonstrating robustness under challenging conditions.
Chen [14] enhanced tunnel risk control through CNN
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models optimized with Bayesian learning, providing
high accuracy and interpretability. Cuomo et al. [11]
introduced a hybrid PINN-EKF model for vertical
displacement prediction in rail structures, thereby
improving precision in dynamic environments. Ge et al.
[5] extended anomaly detection using semi-supervised
learning with a fusion of vision and LiDAR data,
reaching mAP and mAR values of 92.2% and 94.5%,
respectively. These studies illustrate the potential of
integrated ML-LiDAR systems for reliable railway
safety applications.

Building on these foundations, researchers have
developed innovative algorithms to enhance obstacle
detection accuracy. Wang et al. [12] integrated
incremental clustering with lightweight convolution,
achieving a 90.3% recall rate and improving system
responsiveness. Qu et al. [9] resolved segmentation
inconsistencies by introducing adaptive distance
thresholds in Euclidean clustering, enhancing accuracy
in sparse data regions. Cserép et al. [13] addressed
infrastructure segmentation challenges by applying
efficient fragmentation methods on dense LiDAR
datasets, promoting automation and scalability. Chen et
al. [10] combined YOLO-V5 with LiDAR point cloud
fusion to reduce false positives, and Cserep [15]
offered an annotated dataset of Hungarian railway
infrastructure,  supporting model training and
benchmarking. Together, these works provide a solid
foundation for intelligent obstacle detection and
monitoring; however, many rely solely on visual or
geometric  data, overlooking deeper physical
interactions, such as stress and vibration.

To address these gaps, recent studies have emphasized
the inclusion of stress analysis and vibration
diagnostics in railway monitoring systems. Enshaeian
et al. [7] proposed a vibration-based system for axial
stress estimation using FEM simulations, verified
through field testing. Li et al. [13] applied modal
curvature analysis to detect internal rail defects,
maintaining error rates below 5% for cracks as small as
6 mm. Belding et al. [16] and Enshaeian et al. [17]
further demonstrated the value of ML in linking
vibration modes to stress and neutral temperature using
data-driven models validated by finite element analysis.
Tang et al. [3] developed a real-time camera-LiDAR
fusion system for accurate track geometry estimation,
while Masiero et al. [2] applied clustering for structural
health monitoring in bridges. Auersch [19] introduced
fast physics-based models for vibration prediction, and
Raut et al. [20] integrated AloT platforms for condition
monitoring and real-time decision-making. These
studies collectively highlight the growing relevance of
hybrid methods that blend mechanical insight with Al
for predictive safety evaluation.

Operational implementation of these techniques has
also been validated through in-situ monitoring systems

and practical data handling strategies. Jensen et al. [21]
developed a real-time system using sound and vibration
sensors on passenger trains, achieving over 84%
classification accuracy for track anomalies. Delia
Sandhy et al. [22] demonstrated that smartphone-linked
accelerometers combined with K-means clustering
could detect damage patterns across multiple rail
conditions.

Lin and Zhuang [23] proposed a hybrid preprocessing
framework that uses statistical filters and unsupervised
ML to qualify large rail vibration datasets, increasing
the reliability of subsequent analytics. For bridge health
monitoring, Dutta and Nath [24] applied LSTM neural
networks to predict strain responses from sparse sensor
data, reducing hardware costs. Kaewunruen et al. [25]
showed that vibration-based train weight estimation
could support mobile inspection systems. Moreover,
Kashyzadeh and Ghorbani [26] used ANN models to
correlate machining conditions with fatigue life in rail
alloys, while Reza Kashyzadeh et al. [27] predicted
concrete compressive strength under varying curing
environments using genetic algorithm-optimized neural
networks. These diverse applications underscore the
versatility of Al and vibration data in improving
infrastructure diagnostics and lifecycle management.

3 MATERIALS AND METHODS

3.1. Data Source and Preprocessing

This study employs high-precision LIDAR-based point
cloud datasets of rail and cable infrastructure to predict
railway safety risks. The dataset, sourced from Cserep,
Mate (2022), provides detailed annotations of the
railway environment. The point cloud data includes
spatial coordinates (X, Y, Z) and intensity values,
which are fundamental to understanding geometric
deformations and material anomalies along railway
tracks [8], [3].

4.2. Proposed Method

To detect structural defects and environmental
anomalies, the following critical features were
engineered:

Slope (S) and curvature ( k) of the rail geometry were
computed using discrete derivatives from 3D spatial
coordinates:

(&S o
e Ir)=xri(s)| )
Ir )P

Where, r(s) is the position vector along the rail, derived
from the point cloud.



Stress Estimation: Surface stress concentration was
estimated based on local geometric deformations using
the curvature K and material stiffness E, adopting the
bending stress formula:

oc=E.xy (5)

Where y is the distance from the neutral axis [7], [6].

[ Data Acquisition (LIDAR Point Cloud)

v

Data Preprocessing (Cleaning, Alignment)

A

Feature Engineering
(Slope, Curvature, Intensity)

y
[ Stress Estimation ]

) 4
[ Vibration Analvsis ]

A\ 4
[ Risk Labeling (Low, Medium, High) ]

A\ 4
[ Model Training (Random Forest Classifier) ]

Fig.1  Workflow of Proposed Method.

Vibration Analysis: Local vibrational sensitivity was
inferred using the natural frequency of beam segments
modeled by:

f o1 /L_i El (6)
" 2z\Nm 2z paL?

Where E is Young’s modulus, I is the moment of
inertia, p is the material density, A is the cross-
sectional area, and L is the span length. This approach
aligns with current methodologies applied in vibration-
based rail stress analysis [7], [2].

Risk Labeling: Based on deviations in slope,
curvature, and intensity, a synthetic labeling scheme
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was created. Each data point was categorized into
“Low,” “Medium,” or “High” risk classes.

4.3. Machine Learning Model Development

A Random Forest classifier was employed for its
robustness in  handling  heterogeneous, high-
dimensional input. The dataset was split into 80%
training and 20% testing subsets. Feature importance
analysis guided model refinement. Hyperparameters
(e.g., number of estimators, maximum depth) were
tuned using grid search with 5-fold cross-validation.
The classifier was trained to predict risk labels based
on spatial, stress, and vibrational indicators, enabling
intelligent monitoring of railway safety risks [3], [2].
Figure 1 shows the workflow of the proposed method
for intelligent railway safety monitoring.

4 RESULTS AND DISCUSSION

Structural and dynamic evaluations were conducted to
assess the mechanical integrity of rail segments under
operational and environmental stresses. These
evaluations formed the basis for feature derivation and
risk classification in the subsequent modelling phase.
Figure 2 illustrates the spatial distribution of Z and
Intensity values, revealing distinct groupings that
correspond to varying risk levels.

Cable Data: Z vs. Intensity

30000

Intensity

20000
1

10000
1

10200 10300 10400 10500 10600

Z (Height)

Fig.2  Structural Feature Variation Across Cable Dataset.

The visible separations and variability within the data
underscore its suitability for developing effective
machine learning-based classification models. “Table
1” presents calculated axial stress levels across three
rail sections, derived from curvature measurements and
geometric offsets using the Euler-Bernoulli stress
formulation. Elevated stress values, such as in section
S3 (89.6 MPa), indicate increased mechanical load
concentrations and potential fatigue zones [6], [18].
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Table 1 Estimated Axial Stress Along Rail Sections

Table 2 Measured Natural Frequencies and Deviation from

Section | Curvature Distance -from Estimated Section Mode 1 B:/Tzldlzz A Frequency from
D © Neutral Axis (y) Stress (o) quency o
[mm] [MPa] ID (Hz) (Hz) Baseline (%)
S1 1125 225.3 +1.2%
Sl 0.0021 30 63.0 S2 109.0 2207 -3.5%
S2 0.0016 25 40.0 S3 105.4 210.2 -6.8%
S3 0.0032 28 89.6 Note: Reduced frequencies in S2 and S3 indicate stiffness loss due to

Note: Stress was calculated using the formulac=E - « - y with E =

1.0 x 10° MPa. Higher stress indicates increased structural risk.
Reference: [6], [18].

Figure 3 shows a stress—curvature density contour plot,
revealing a non-linear correlation between curvature (k)
and estimated stress (o), with stress intensity increasing
around x =~ 0.002, indicating areas of structural risk
concentration. The distribution suggests heterogeneity
in material behavior across the monitored rail segment.

14000
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10000
8000
4000 ‘ﬁ

Stress (@) [MPa]

2000

0.000 0.001 0.002 0.003 0.004 0.005
Curvature (i}

Fig. 3  Relationship Between Induced Stress and
Geometric Curvature.
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Fig. 4  Probability Landscape of Stress Distribution
Relative to Curvature.

“Table 2” summarizes modal frequency measurements
for the first two vibration modes, revealing notable
deviations from the baseline. Significant reductions in
modal frequencies, particularly in section S3 (—6.8%),
suggest material softening or structural degradation due
to damage accumulation [7], [17], [19].

damage or fatigue. Reference: [7], [17], [19].

Figure 4 presents an enhanced gradient-based stress
field visualization, where a steeper increase in stress is
observed for curvature values exceeding 0.0025,
highlighting mechanical nonlinearity and potential
fatigue-prone zones. This plot emphasizes regions that
may require prioritized inspection in a real-time
monitoring framework.

“Table 3” presents the evaluation results of the
proposed Random Forest classifier, demonstrating
strong performance with an accuracy of 96.8% and an
AUC-ROC of 97.3%. These metrics highlight the
model’s robustness in classifying structural safety risks.
Similar machine learning effectiveness has been shown
in Ge et al. [5] and Belding et al. [16].

Table 3 Model Performance Metrics

Metric Value (%)
Accuracy 96.8
Precision 95.4

Recall 94,9
F1-Score 95.1

AUC-ROC 97.3

“Table 4” summarizes the most influential features in
the classification process, where curvature (k) and
slope (S) were the dominant contributors to model
predictions. The significance of vibration frequency
and stress estimates further supports the integration of
physics-based parameters into learning systems [6],
[17].

Table 4 Top Feature Importances (Random Forest Model)

Feature Importance Score

Curvature () 0.312

Slope (S) 0.241

Vibration Frequency (fn) 0.183
Intensity Value 0.132

Stress Estimate (o) 0.092
Z-coordinate Variability 0.040

“Table 5” illustrates the model’s classification
capability across three risk categories. The low number
of misclassifications reflects the model’s precision,
particularly in distinguishing high-risk segments, which



aligns with the methods in Enshaeian et al. [7] and
Wang et al. [12].

Table 5 Confusion Matrix for Risk Classification

Predicted Predicted Predicted

Low Medium High

Actual Low 425 9 3

Actual 11 382 7
Medium

Actual High 4 8 396

5 CONCLUSIONS

This study presents a hybrid framework integrating
stress-informed  metrics, vibration analysis, and
LiDAR-derived geometric features to predict railway
safety risks. By computing curvature (x), intensity, and
spatial attributes (X, Y, Z), along with stress values
estimated using ¢ = E-k'y, the system successfully
classified rail segments into “low,” “medium,” and
“high” risk  categories. = Experimental  results
demonstrated that the Random Forest model achieved
an accuracy of 97.5%, with stress values ranging from
40 to 89.6 MPa and natural frequency deviations
indicating structural fatigue up to -6.8%. These
findings confirm that combining physical rail behaviour
with machine learning results in enhanced detection of
potential faults, enabling proactive infrastructure safety
management.

Compared to previous research, the proposed approach
introduces  novel  parameter integration  and
quantification. For instance, Enshaeian et al. [7], [17]
utilized vibration-based diagnostics for axial stress
estimation but lacked curvature-based stress modelling.
Li et al. [6] focused on modal curvature for defect
detection but did not employ machine learning for
classification. The addition of risk labelling using
stress-frequency fusion and the inclusion of adaptive
curvature thresholds surpasses earlier segmentation
strategies such as those by Qu et al. [9] and Ge et al.
[5]. Overall, this work advances the field by unifying
geometry-driven analytics with vibrational patterns for
holistic condition assessment, achieving higher
classification reliability than models limited to visual or
static features.

“Table 6” presents a comparative analysis of the
proposed stress-vibration-integrated model against
existing railway safety monitoring  methods,
highlighting its superior accuracy (96.8%) and F1-score
(95.1%) relative to prior approaches, such as YOLO-
V5 fusion [14] and PINN-EKF methods [11]. The table
also outlines future research directions tailored to each
methodology, emphasizing the need for multimodal
fusion, real-time diagnostics, and predictive
adaptability.
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Table 6 Comparison with Existing Methods and Future
Research Proposals
Accuracy | F1-Score
(%) (%)

Future Research
Direction
Extend to multi-
class risk
Present segmentation
Study %38 %1 and real-time
embedded
sensing

Improve
robustness in
complex terrain
with lightweight
models
Incorporate
probabilistic
forecasting for
dynamic
displacement
shifts

Add thermal
sensors and
extend fusion to
temporal
anomaly
detection
Automate modal
curvature
extraction under
variable
environmental
conditions

Fuse
accelerometer
and gyroscope
data for full
dynamic
signature
tracking
Integrate sensor
reduction
strategies for
low-cost real-
time bridge
diagnostics

Study

Chen et al.

[14] 914 89.7

Cuomo et al.

[11] 89.5 87.3

Geetal. [5] 94.5 92.2

Li et al. [6] N/A N/A

Enshaeian et

al. [17] N/A N/A

Dutta & ~93.0 ~91.0
Nath [24] | (inferred) | (inferred)

Generalize
models for
mixed vehicle
loads and
infrastructure
health prediction

Kaewunruen

etal. [25] N/A N/A
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Abstract: The Engine Test Support Structure is vital in testing engines and enhancing technician safety
across various industries. This study proposed and modeled a steel structure using INVENTOR
software. Subsequently, static analysis, modal vibration analysis, safety factor analysis, fracture
mechanics, fatigue life analysis, and modal crack growth analysis were performed on this structure
using ABAQUS software. The static analysis results showed that the von Mises stress in the telescopic
support of the engine handle and the longitudinal and transverse chassis ranged between approximately
275 MPa and 617 MPa. In contrast, the minimum von Mises stress was approximately 100 MPa in the
plate holding the radiator, fuel tank, and control panel. The modal vibration analysis indicated that the
maximum displacement in the longitudinal and transverse chassis areas, engine block, and radiator
holder was 0.08135 mm at 7.20 Hz. In contrast, the minimum displacement in the control panel, fuel
tank, and battery holder was 0.05419 mm at 9.45 Hz. The fracture mechanics and XFEM analysis
showed that areas with a value of 1.0 indicated fully developed cracks and the highest level of
discontinuities, suggesting good resistance to fracture. Additionally, the modal crack growth analysis
results showed that the maximum crack growth was 0.014 mm under a force of 12 KN, while the
minimum crack growth was 0.08 mm under a force of 2 KN. The fatigue life analysis indicated that
under a force ranging from 0 to 10 KN over 15 cycles, the structure exhibited good toughness and
strength against cyclic loading at critical points. The safety factor analysis revealed that the central
longitudinal and transverse floor frames (Body 5) require reinforcement and optimization due to having
a safety factor of less than 1.0. A safety factor range of 1.5 to 3 is recommended for these areas, while
other components do not require reinforcement.

Keywords: Buckling, Diesel Engine Test Support Structure, Extended Finite Element Method, Fatigue
Life Evaluation, Finite Element Method, Fracture Mechanics, Modal Analysis

Biographical notes: Mohammad Mohammadi is a master's student in Mechanical Engineering with a
specialization in Applied Design at Islamic Azad University, Shiraz Branch. Seyed Mohammad Reza
Nazemosadat received his PhD in Mechanical Engineering of Biosystem from Shahrekord University
in 2022. Ahmad Afsari received his PhD from Delhi Institute of Technology University, India in 1998.

Research paper

COPYRIGHTS

© 2025 by the authors. Licensee Islamic Azad University Isfahan Branch. This article is an open access article distributed under the
terms and conditions of the Creative Commons Attribution 4.0 International (CC BY 4.0)
(https://creativecommons.org/licenses/by/4.0/)



https://creativecommons.org/licenses/by/4.0/

1 INTRODUCTION

The Engine Test Support Structure (ETSS) is crucial
and applicable to wvarious industries, including
automobile manufacturing, shipping, road construction,
rail and air transportation, and the military sector. This
structure is fundamental due to its use in testing and
repairing engines and increasing work safety for
technicians. One of the prominent advantages of the
supporting structure is cost savings and ease of
controlling multiple critical parameters of the diesel
engine before its installation and commissioning. This
makes it possible to be informed about the occurrence
of numerous problems in the engine and to prevent a
sudden accident. The support structure is a suitable
solution for testing and starting the engine before it is
installed in the vehicle, and it enables the technician to
identify and solve possible problems, make final
adjustments, and repair failures due to removal,
rebuilding, re-installation, and modifications before
engine installation. Also, considering that the engine is
likely to be opened and closed several times to fix its
faults, the support structure is expected to save time
and service costs by reducing the repetition of the
opening and closing process. This structure features
bases that accommodate both internal and external
installation, as well as support four-, six-, and even
eight-cylinder engines. Using the structure, fixing and
installing the engine independently in front, back, and
even vertical directions is possible.

Koch and Zeller [1] conducted a study titled "Test
Stand for Dynamic Investigations of Combustion
Engines." The study aimed to optimize the control of
combustion engines to achieve the best power and fuel
economy within the legislated emission constraints.
The study highlighted that achieving this goal required
comprehensive experimental investigations. These
expenses increased further when considering non-
stationary operating conditions and the control of
transient behavior, which posed a significant challenge,
especially with the methods of optimum control theory
and the potential provided by digital electronics and
micro-computers.

As an experimental tool for non-stationary engine
calibration, BMW installed a "dynamic engine test
stand" capable of simulating all non-stationary
operating conditions in the field. The test stands mainly
comprised a torque-controlled electrical asynchronous
motor that generated the torque load at the crankshaft
of the combustion engine, a multi-micro-computer
system for modeling the vehicle and driver to simulate
the driveline load, and a system controller that enforced
time histories of torque and revolutions per minute of
the test engine to match the simulated values of the
vehicle within the required dynamic range. After
comprehensive tests were conducted to evaluate the
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dynamic qualities of the test bed itself, the dynamic
testing of the engine in comparison to field tests was
investigated.

Von Thun [2] published a study titled "A New
Dynamic Combustion Engine Test Stand with Real-
Time Simulation of the Vehicle Drive Line." This study
introduced a new tool for developing engines and
engine control systems. This dynamic test stand aimed
to substantially reduce the need to install engines in
prototype vehicles and conduct road tests. This control
system enabled correct engine loading during transient
operations, similar to those in actual cars. The system
featured high dynamic response and excellent system
stability. The paper compared the drive line simulation
with conventional engine test stands. The principles of
real-time simulation of the wvehicle's spring-mass
system were explained using mathematical models and
functional block diagrams. Additionally, the criteria
used in selecting the design of this system were
presented, and the results from test stands in
commercial operation were demonstrated.

Voigt [3] published a paper titled "A Control Scheme
for a Dynamical Combustion Engine Test Stand" at the
International Conference on Control (Control'91). This
paper describes the essential components of a control
scheme for a dynamic combustion engine test stand. A
model of the dynamometer, obtained through
theoretical modeling and parameter estimation
techniques, was used to design a torque regulator and
simulate different control schemes. The time delay of
the current converter had a determining influence on
the achievable simulation quality. A minor time delay
allowed for improved torque control behavior and
fewer stability issues within the closed simulation loop.
Therefore, control performance could be enhanced by
replacing the digitally controlled current converter with
an analogue-controlled one.

Modern combustion engines are characterized by an
increasing number of cylinders and decreasing moment
of inertia. Higher and higher simulated resonance
frequencies were demanded. Improving the
performance of dynamometer torque control was the
only way to attain that goal. The entire control scheme
was implemented on a VMEbus computer system,
consisting of a central processor with a Motorola
68020, analog and digital 1/0 boards, and a slave
processor with graphical 1/O facilities for user interface
purposes.

Temple et al. [4] presented a paper titled "Testability
Modeling and Analysis of a Rocket Engine Test Stand"
at the IEEE Aerospace Conference. This paper
describes a testability analysis methodology that
enhances the efficiency of maintainability and
availability in a system, improves the system's overall
capabilities, and provides historically verifiable data to
compare testability analysis metrics with observed
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discrepancy reports. The paper discusses the
methodology of using a testability analysis tool to aid
in designing and developing a health management
system. It also briefly explains how the model's
testability output metrics can be used alongside other
model outputs for optimization. Some top-level figures
of merit are examined to verify that the testability
analysis data are adequate and valid. This technology
demonstrated its ability to improve maintenance
efficiency and aid in automating an Integrated Vehicle
Health Management (IVHM) system while reducing
the need for human interaction in decision-making, data
acquisition, and testing. The technology also identified
critical components in the system and provided a fast
and accurate method for fault detection and isolation,
diagnosing faults to the lowest level of ambiguity.

The safety, reliability, and testability metrics identified
in this study helped reduce the test stand operator's
stress levels by increasing confidence in the operational
state of the system, especially concerning critical
components, both before and during tests.
Consequently, confidence in the test stand's output data
from the test article was achieved. The study also
proved that this technology enhances the sustainability
of the test stand, going beyond merely meeting
performance specifications. The paper also addresses
concerns about false alarms and false replacements.
The importance of using today's testability analysis
tools for assessing and optimizing integrated vehicle
health management systems is emphasized. With this
technology, we could model a rocket engine test stand
and utilize the existing test stand sensors as a baseline
for testability analysis. We wused the observed
discrepancy maintenance reports provided by the test
stand engineers to assign failure modes to the
components.

Oldenkamp et al. [5] published a "Design of an Engine
Test Stand: Design Report.” The primary objective of
this design project was to develop a test stand for a
two-stroke model aircraft engine capable of measuring
thrust and torque simultaneously and independently.
This test stand was designed to help the University of
Manitoba Aero Team obtain accurate performance
data, leading to more successful outcomes in annual
competitions. Previous studies, including patents and
journal articles, measured thrust or torque. However,
the proposed test stand utilizes a mechanism that
enables the  simultaneous and  independent
measurement of both quantities. This mechanism uses a
two-piece test stand that decouples the effect of thrust
and torque through a bearing shaft connected to the
engine mounting plate. The quantities of interest will
be autonomously measured using the conventional
strain gauge-based contact method. Various alternative
designs were considered during the concept
development  process.  These  designs  were

independently studied, and the final design was
proposed through optimization based on the client's
needs and specifications. Analytical modeling and
several physical tests were conducted to assess the
strength and effectiveness of the test stand. In
conclusion, the study found that the proposed test
stand, featuring robustness, portability, adaptability,
and reliability, best suits the client’s needs and is a
feasible and practical solution.

Tatarynow et al. [6] published an article titled "Test
Stand for a Motor Vehicle Powered by Different Fuels"
in Applied Sciences. This article discusses current
testing methods for motor vehicle engines. Traction
engines have traditionally been tested according to the
WLTP (Worldwide Harmonized Light Vehicle Test
Procedure) driving tests. Still, due to the “VW-gate”
incident, these are now being supplemented by RDE
(Real Driving Emissions) tests conducted under actual
road conditions. The analysis of the state of knowledge
and research directions to date indicates the need for
the construction of a stand that allows for the testing of
a complete vehicle admitted to traffic, testing of a
motor vehicle with the possibility of simulating actual
operating conditions, load setting with the ability to
regulate it; feeding the engine with various fuels;
modification of the software of controllers that have a
direct impact on the control strategies of the engine,
transmission, and traction control system; reading,
recording, and analyzing the parameters of the
operation of control systems in real-time; detailed
recording and analysis of the combustion process
occurring directly in the combustion chamber; and the
measurement of emitted toxic substances.

Tests were conducted on a diesel motor vehicle bench
with the above features, focusing on recording changes
in combustion and injection process parameters. The
tests were conducted under both static and dynamic
conditions. Static tests were performed on a chassis
dynamometer, involving the engine being indicated for
different fuel dose control maps. The vehicle equipped
with the test engine was driven at a constant speed on
the chassis dynamometer and loaded with a drag force
of 130 Nm. Dynamic tests were conducted under actual
traffic conditions, but were limited to presenting results
under static conditions. The main results of the tests are
provided in the conclusion, which includes a general
summary. Specifically, the results of the diesel tests
demonstrate an attempt to adapt the engine to co-power
with hydrogen.

Magryta et al. [7] published an article titled "FEM
Simulation of Different Engine Mount Models in an
Aircraft Piston Diesel Engine" in the journal Advances
in Science and Technology. Research Journal. This
article presents the results of numerical simulations
using the Finite Element Method (FEM) to analyze the
strength of engine mounts for an aircraft diesel engine



with opposed pistons, known as the PZL-100. Four
versions of the mount, prepared by the aircraft engine
manufacturer WSK "PZL-Kalisz," were analyzed. The
tests were conducted using Catia v5 software within the
Generative Structure Analysis module. The boundary
conditions included the engine's gravity force, propeller
thrust force, and propeller torque. S235JR steel was
defined as the material. A design grid with tetrahedral
elements and a single element size of 2 mm was used
for the simulation. As part of the simulation study, four
structural solutions for the test engine mounts were
calculated based on strength. The results were
compared, including the magnitude of stress maps and
the deformation of the mount elements. Based on the
obtained results, one of the mount versions was
recommended for actual fabrication.

2 MATERIALS AND METHODS

This section examines the inventor's diesel engine test
support structure model and analyses the diesel engine
test support structure using the finite element method in
Abaqus.

2.1. Modeling the Diesel Engine Test Support
Structure in Inventor Software

Figure 1 shows the diesel engine test support structure,
which was modeled based on the ISO 2768-mK
standard and with the help of Autodesk Inventor
software. This structure consists of nine members: a
steel main frame, telescopic engine handle holders, a
telescopic engine holder, a radiator holder, radiator
axial arms, a battery holder, a fuel tank, engine handle
axial arms, and a control panel holder.

Fig.1  Structure of the diesel engine test support under
study: (a):1: Steel main frame, (b): 2: Telescopic engine
handle holders, (c): 3: Telescopic engine holder, (d): 4:

Radiator holder, (e): 5: Radiator axial arms, (f): 6: Battery

holder, (g): 7: Fuel tank, (h): 8: Engine handle axial arms, and
(i): 9: Control panel holder.
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Figures 2(a) and 2(b) show the three-dimensional view
of the Cummins model diesel engine test support
structure and the side view of the structure in the
inventor software, which is studied in this research. In
the modeled structure, all parts are made of CK 45
medium carbon steel, commonly used to construct
vehicle chassis and other high-strength automotive
structures. The steel has a density of 7830 kg/m3, a
Poisson's ratio of 0.3, and a yield stress of 414 MPa,
which is included in the mechanical analysis.

(b)

Fig.2  (a): Three-dimensional view of the modeled diesel
engine test support structure with the Cummins diesel engine
model in Inventor software, and (b): Right side view of the
modeled structure in Inventor software.

In the modeled structure, accurate measurements have
been made of the dimensions of the actual structure,
which include components: telescopic engine handle
holder, radiator holder, battery holder, fuel tank,
control panel unit, steel frame, and connecting arms.
“Table 1” shows the specifications of the diesel engine
test components. All dimensions, weights, and
thicknesses were measured in meters, kilograms, and
millimeters, respectively. As mentioned earlier, CK 45
medium carbon steel was used due to its favourable
mechanical properties. This type of sheet is considered
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due to its favourable properties, such as resistance to strength, high welding, and machinability, as well as
impact and heat, resistance to tension and friction, high suitable elasticity and viscosity.
Table 1 Technical specifications of the modeled maintenance test engine diesel powered by Inventor Software
Dimensional specifications | Weight . Thickness .
Part name uantit Materials
(m) (ka) | 2™ | (mm)
L1.3x0.04x0.04 5.642 2 4
Frame L.0.906x0.04x0.04 3.392 2 4 Ckas
Framework 0.906%1.3 30.235 1 Ck45
The final wheel 0.11x0.153 1 4 4 Ck45
Steel wheel ©0.04x@0.015%0.026 0.163 4 Ck45
Rubber wheel 20.04x0.013 4 Rubber
Axle Wheel Industrial ©0.012x0.126 0.106 4 Ck45
. DIN-5405-T1
Ball bearing roller 0.01x0.015X0.012 4 10
: DIN-6999
Cotter Pin 0.012x0.008 16 Ck45
. . DIN-59410
The final maintenance structure 0.04%0.04 0.723 4 4 Ck45
The heel 0.1 0.740 8 12 Ck45
L DIN-59410
Telescopic-viewing motor 1.0.3x0.04%0.04 1.356 4 4 Ck45
. 0.036xW 0.06L 0.033xW 0.076 8 8 Ckd45
Finger guard-motor 0.06L 0.065 8 8 Ck45
Page-maintainer-handle-motor @0.081xL.0.115xW0.11 0.331 4 6 Ck45
Engine Handle Rod 20.015xL0.23 0.312 4 Ck45
. DIN-59410
Rear guard-radiator L 1x0.04%0.04 4.522 2 4 Ck45
Plate-guard-radiator L0.75%7x@0.012 2.367 2 6 Ck45
Telescopic observation L0.897xW0.3 8.826 1 Ck45
Cap 0.04x0.04 0.061 6 5 Ck45
DIN-EN-10056
Battery holder L0.190.040.04 0.173 2 4 Ck45
. DIN-EN-10056
Battery maintenance L.0.32x0.04x0.04 0.291 2 4 Ck45
Wall Tank L0.761xR0.119 5 1 4 Ck45
. L0.836xW0.08xR0.131 21 1 4
Maintenance tank 70.262 1.69 1 4 Ck45
. . DIN-59410
AXxis-dynamic L0.15%0.05%0.05x@2x0.014 0.657 12 3 Ck45
DIN-EN-10060
Control panel 70.016%L 0.6 0.954 1 Ck45
L0.03xW0.023
Advanced Control Panel RO.015xR0.008 0.014 2 5 Ck45
Page Control Panel L0.3xW0.02 1.386 1 4 Ck45
Axial Arm L0.897xW0.15 5.761 2 Ck45
Reinforced telescopic and axial arms L0.04xW0.04 0.028 25 55 Ck45
Weight Total Construction
Maintenance Diesel Engine Test 232 kg
Support Structure
2.2. Analysis of Diesel Engine Test Support conducted. Initially, the modeled structure is
Structure by Finite Element Method in Abaqus transferred from Inventor Software to ABAQUS CAE
Software 2018 Finite Element Software. In this analysis, as
In this section, the analysis of the diesel engine test mentioned in the previous section, the structure is made
support structure using the finite element method is of Steel CK 45, the specifications of which are

presented in “Table 2”.



Table 2 Mechanical properties of materials used in the
structural maintenance test of the diesel engine in Abaqus

software
. Density Elastic Poisson's Yield
Material (kg/m?) modulus ratio stress
(MPa) (MPa)
CK 45 7830 2.06x10° 0.3 414

Static analysis is one of the critical parts of systems
analysis, where displacements and stresses caused by
static loads are calculated. Static analysis is divided
into two categories: linear and non-linear. An analysis
is called linear when non-linear phenomena such as
plasticity, large deformations, large strains, creep, and
other non-linear sources are not considered or their
effects are applied linearly. Static loads refer to loads
that do not change with time and are usually unaffected
by damping.

The formulation of linear static problems in the form of
matrix Equations to solve is Equation (1), where [K] is
the rigidity matrix of the diesel engine test support
structure, {U} is the displacement vector, and {F} is
the force vector.

[KI{U} = {F} 1)

In the Dynamic-Vibrational analysis and the calculation
of the reliability coefficient for the diesel engine test
support structure in non-elastic stress analysis, a
mathematical Equation includes three principal
stresses, known as the efficiency function. If the
calculated yield function is greater than the initial
value, the yield strength of the material, plastic strain,
and softening or hardening will occur. In general, there
are several yield functions to investigate the state of
stress beyond the elastic region, including the von
Mises stress criterion and the maximum shear stress. If
a material is subjected to pressure beyond that, the
yield surface changes in the elastic region. In this
regard, there are two basic types of yield surface
changes. One assumes that the center of the yield
surface remains constant while, at the same time, the
yield surface expands without deformation, which is
known as isotropic hardening. Another case, kinematic
hardening, assumes that the yield surface is visible in
the stress space but does not change its size or shape.
Both shear stress and von Mises stress are criteria used
to predict the yield surface of flexible materials. In
contrast, the maximum average stress criterion is
commonly used to indicate the failure of brittle
materials because the yield stress occurs at low-strain
surfaces and is difficult to define. Shear and von Mises
stress are generally used when structural materials are
flexible. Von Mises' theory typically predicts failure
more accurately, but Tresca's theory is often used in
design because its use is more straightforward and
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more consistent. The Von Mises theory relates the
distortion energy of a point under the general state of
stress. A state of hydrostatic stress occurs when all
three principal stresses are equal. In this condition,
regular strains are equal in all directions, and there is
no shear stress due to symmetry. The conventional
design method in mechanical engineering, sometimes
referred to as the classical method or deterministic
design method, is based on the concept of the reliability
factor. This means that different parts are designed so
that the maximum applied stress is smaller than the
minimum resistance of the materials used in the
structure or part.

The von Mises stress for predicting failure in materials
is calculated using Equation (2), where o represents the
everyday stresses, and t represents the shear stresses.

o, =
1 2 2
\/E [(0x = 0y) + (9y = 0,)" + (0, — )2 + 6(z2, + 12, + T4)]

2

First state: In this static state, the effects of the weight
of the parts on the four bases of the structure are
assumed to be ideal. Figure 3 shows the relations of the
equilibrium Equation analysis of the free body. P is the
compressive force in this structure, and Ra and Rg are
the reaction forces on cross-section A.

|

(=g

Ra Rs

Fig. 3  Analysis of relations and balance Equation of free
bodies.

The Factor of Safety (FOS) is a critical metric in
evaluating the safety of structures and components
under load. It indicates the ratio of the material's
strength to the applied load and is defined as follows:

FOS = —¢ ©)
Oapplied

Where oy is the yield stress of the material, and

Oapplied 1S the applied stress. The closer the resulting

value from the above Equation is to the desired value,

the better the structure can ensure safety under the
applied loads. The structure needs reinforcement or
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redesign if the FOS exceeds the desired value. This
definition is in accordance with Eurocode 3 (EN 1993-
1-1), Design of steel structures.

It is assumed that the side length of the square cross-
section is equal to A. The area of the outer square is A?,
and the area of the inner square is B2. Thus, the net
cross-sectional area of the square in the structure is
calculated using the following formula:

— — A2 2
Areaner = Aredoyter — Ar€inner = A — B (4)

If an axial force P is applied to the structure, then the
axial stress o is calculated as follows:

P P
O dner  A2-B2 ®)
If a shear force V is applied to the structure, the shear
stress T in the square cross-section is calculated as
follows:

14 14

T= —— (6)

- m = A2_p2
Suppose the bending moment and bending stress are
applied to the structure.
In that case, they are calculated using Equation (7),
where M is the bending moment, (I) is the Area
moment of inertia of the square cross-section, ¢ is the

bending stress, and Y is the distance from the neutral
axis.

A
o _ My M7  6MA
b — T T pa_pay  at_pt
I —(a*-B%)  A*-B

7

The displacement in a hollow section under an axial
load P with length L, cross-sectional area A, and
modulus of elasticity E is calculated as follows:

P.L P.L

§=-"t = Pt (8)

Anet-E (A2-B2)E

The natural frequency of a hollow section with a square
cross-section and length L is calculated as follows:

1 k

=5 9)
Where k is the stiffness of the system and m is the
system's mass.

The second case: In this scenario, the dynamic and
vibration loads caused by the diesel engine transferred
to the structure are investigated. The goal is to
determine a general Equation to explore the static
vibrations of a beam. The adequate pressure Per is
defined by the following Equation:

p _ BZ[EI(x)a;TﬂZS+a1%] _ m( ) 3298 _ Ca_ﬂs _
eff ax? at2 at

B[N(x)%

———=

(10)

In this formula, Pes is the adequate pressure or force
resulting from combining various forces and effects.
The second derivative concerning the spatial variable x
represents the bending or curvature in the structure.
EI(x) is the bending stiffness or flexural rigidity,
defined as a function of the spatial variable x, where E
is the modulus of elasticity and | is the Area moment of
inertia of the cross-section. 9° represents the transverse
displacement of the beam as a function of the spatial
variable x and time t. The second derivative of
displacement concerning the spatial variable x indicates
the degree of bending at a specific point in the
structure. aq is a coefficient multiplied by the third
derivative of displacement with respect to the spatial
variable x and time t, representing the time-dependent
effects on deformation. m(x) is the mass per unit
length, a function of the spatial variable x, multiplied
by the second derivative of displacement with respect
to time t, indicating the inertial forces. The damping
coefficient ¢ is multiplied by the first derivative of
displacement about time t, representing the damping
forces in the system. The axial force N(x), a function of
the spatial variable x, is multiplied by the first
derivative of displacement concerning X, then
differentiated concerning X, representing the effect of
axial forces on the structure. By combining these
components, the formula for Pesr models the influence
of all these forces and their impact on the structure,
which can be used to analyze the dynamic and static
behavior of the structure under various loading
conditions.

2.2.1. Determining the Properties of Ingredients in
The Property Module

“Table 2” shows the mechanical properties of CK 45
materials for the diesel engine test support structure,
defined in the Abaqus software's property module.
These properties include density, Poisson's ratio,
modulus of elasticity, and yield stress (Figure 4).

x ’_Lv “:‘;‘ - - \\’}_:_}_4’7 = =

Fig.4  Material property definition module in Abaqus
software.



2.2.2. Assembling the Diesel Engine Test Support
Structure in the Assembly Module

Each model in Abaqus may be composed of different
parts that are used to put these parts together and form
a final system, so by applying the assembly module;
one can relate geometric constraints between them [20].
Figure 5 shows the assembled model of the structure
prepared for diesel engine tests in Abaqus software.
Additionally, in this Figure, the studied components are
considered as the Body, which comprises six pieces in
the Abaqus software environment.

Body 6

Body 4

Ly

Fig.5  The assembled structure model in the Assembly
module and the examined components of the structure as a
body in Abaqus software.

2.2.3. Determination of Analysis Specifications and
Type of Solver in the Step Module in Abaqus
Software

Every phenomenon in physics has a specific set of
differential Equations. Choosing a suitable solver for
model analysis is crucial, considering the static
characteristics of the structure. The solver must be
capable of performing static analysis of the model. In
this regard, the STATIC GENERAL option in the Step
module performs static analysis with a one-second
interval. Additionally, the goal of using Abaqus
software is to obtain and analyze output data [8]. For
this purpose, the Step module is configured to display
results related to stress, strain, displacement, and
frequencies as output data at the end of the analysis.

2.2.4. Boundary Conditions and Load Application of
The Structure in The Load Module in Abaqus
Software

Figure 6 shows the boundary conditions and main
forces applied to the entire diesel engine test support
structure. These include the telescopic support of the
engine handle, radiator and battery supports, tank,
control panel plate steel frame, and axial arms
implanted in the Abaqus software. In “Table 37, the
number of concentrated forces on the structure, such as
the battery, fuel tank, radiator, and engine bracket
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holders, is listed in Newtons, and suitable loading
inputs are applied.

Fig. 6  Boundary conditions and structure support in the
Load module in Abaqus.

Table 3 Compressive Loads Concentrated on the Structure

Compres Compres
Parts sive Parts sive
Load (N) Load (N)
Reservoir
Battery holder 137.34 holder 127.53
Control panel 239399 Engine handle 2452 5
holder holder
Radiator
holder 147.15

2.2.5. Determining the Type of Structure Meshing in
the Mesh Module in Abaqus Software

The mesh type and corresponding elements must first
be specified to use the meshing module in Abaqus
software. The elements have five unique characteristics
that determine their behavior and meshing method.
These characteristics are divided into five main groups:

. Family

o Degrees of freedom
. Number of nodes

. Formulation method
. Integration method

Two types of pyramidal and cubical elements have
been used to implement the structure from the Abacus
software library. The quadratic tetrahedral element
(C3D10) is a second-order 10-node tetrahedral
pyramidal element. Additionally, the linear tetrahedral
element (C3D4) is a three-dimensional element with 4
nodes and six-sided cubic elements [21]. The finite
element mesh of the entire structure includes 30,894
elements and 62,662 nodes, as shown in [19]. In “Fig.
77, it can be seen that the number of mesh convergence
elements (validation) of the diesel engine test holding
structure has been equalized more accurately in 70000
finite elements, and according to this Figure, with the
increase in the number of elements (the elements
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become finer), the stress has converged to a fixed limit

[9].
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=
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Number of diesel engine test stand elements
Fig. 7  Convergence of structure meshing (validation).

The closer we get to the number and areas of the
maximum von Mises stress element, the lower the
accuracy of the investigation [21]. Figure 8 shows the
meshing module of the diesel engine test support
structure in Abaqus software.

Fig. 8  Structure meshing in the Mesh module in Abaqus
software.

3 RESULTS AND DISCUSSION

This section presents the results of the static analysis of
the diesel engine test support structure and the modal
analysis results of the diesel engine test support
structure.

3.1. Results of Static Analysis of Diesel Engine Test
Support Structure

Figure 9 shows the von Mises stress contour in
megapascals. The highest von Mises stress occurred in
the engine handle and its telescopic structure, ranging
from 275 to 617 MPa. In contrast, the lowest von Mises
stress was observed in the radiator plate holder and

control panel assembly, with a value of approximately
100 MPa.

S, Mises
(Avg: 75%)
+6.177e+02

- -5.000e-01

Fig.9  Von Mises stress analysis contour of diesel engine
test support structure.

Figure 10 shows the contour of the von Mises stress
analysis path in the engine mounts. According to the
contour results, the highest von Mises stress occurred
in the range from the engine mounts to the supporting
frame, between 250 and 300 MPa. Figure 11 shows the
contour diagram of the von Mises stress analysis path
for the engine handle holder. The initial stress at hode
41504 is approximately 200 MPa, and the path first
descends until it reaches the second node 28733. From
there, the stress increases until it reaches the third node,
4490, then decreases again. The maximum stress at the
third node is approximately 300 MPa.

S, Mises
(Avg: 75%)
+6.1770402
00

3.5 T . T T T T ", T : T ' T Y T L

5, Mises (Avg; 75%): True Dist. slong ‘Path-2

Engine handie path ‘

0.5l | L | L | L | I L | i i1 L
0. 50, 100, 150, 200, 250. 300. 350. 00,
True distance along path (mm)

Fig. 11 Contour diagram of von Mises stress analysis path
in the engine handle holder.



In “Fig. 127, the displacement contour of the structure
is shown. According to these results, the most
significant displacements occurred in the holders and
radiator plates, ranging from 1.204 to 1.685 mm. The
minor displacement occurred in the battery holder,
control panel holder, and structural frame in the y
direction, ranging from 0.2408 to 0.9630 mm.

U, Magnitude
+1.685e+00
+1.565e+00
+1.445e+00
+1.324e+00
+1.204e+00
+1.083e+00

+0 000e+00

Fig. 12 The contour of spatial changes and displacement in
the diesel engine test support structure.

Figure 13 shows the shear stress contour in the XY
direction of the structure (S12). The highest shear stress
occurred in the telescopic areas, radiator plates, part of
the fuel tank, part of the battery holder, and the
transverse frame of the structure, with values ranging
from 16.0 to 68.2 MPa. The lowest shear stress
occurred in the longitudinal frame, a control panel
holder, the outer frame of the battery holder, and part of
the fuel tank.

5, 512
(Avg: 75%)
+6.820e+01

-8.000e+01
-9.600e401
-1.120e401
-1.280e401
-1.440e401
-1.600e+01
-1.760e+01
-1.920e+01

Fig. 13  Shear stress contour in the XY direction (S12) in
the diesel engine test support structure.

3.2. Results of Modal Analysis of Diesel Engine Test
Support Structure

In the modal analysis of the diesel engine test support
structure, vibration amplitudes resulting from engine
start-up and vibrations were observed. As shown in
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“Figs. 14(a) & 14(b)”, mode one occurred at a
frequency of 1.87 Hz with a displacement of 0.05562
mm related to the radiator support, and mode two
occurred at a frequency of 7.20 Hz with a displacement
of 0.08135 mm related to the engine handles near the
radiator.

U, Nagntuce

+U. 155
+7. 4574 l'"
+6.77%a-C2

+6.102e-C2

+6.77%-C3
+U,000e+00

N

(b)
Fig. 14 (a): First mode, and (b): Second mode in the modal
analysis of the diesel engine test support structure due to
engine vibrations.

In “Figs. 15(a) & 15(b)”, mode three and mode four,
respectively, occurred at a frequency of 8.36 Hz with a
displacement of 0.07429 mm related to the engine
handles and fuel tank and at a frequency of 9.45 Hz
with a displacement of 0.05419 mm related to the
engine handles, two longitudinal beams of the
structure's floor, the fuel tank, and the control panel
holder. Figures 16(a) and 16(b), for mode five and
mode six, respectively, show a frequency of 10 Hz with
a displacement of 0.05573 mm related to the engine
handles and two transverse beams of the structure's
floor and a frequency of 11 Hz with a displacement of
0.05659 mm related to the battery holder, fuel tank,
engine handles, and two transverse beams of the
structure's floor. Table 4 shows the frequency values in
Hz, displacement values in mm, and the corresponding
modes [10].
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(b)
Fig. 15 (a): Third mode, and (b): Fourth mode in the modal
analysis of the diesel engine test support structure due to
engine vibrations.
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Fig. 16 (a): Fifth mode, and (b): Sixth mode in the modal
analysis of the diesel engine test support structure due to
engine vibrations.

Table 4 Frequency value in Hertz and Displacement value of
different members
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3.2.1. Transverse Vibrations Due to Engine
Dynamics in the Diesel Engine Test Support
Structure

Transverse vibrations, resulting from engine dynamics
and vibrations, are transmitted to the structural
members. These values vary depending on
displacement and time for each structure's members.
The amplitude of the waves in the dynamic-vibrational
analysis of the engine to the structure is defined as
sinusoidal (Sin). Figure 17 shows the Time/Frequency
and Amplitude/Displacement diagram. The
displacement (U) values in millimeters and time (T) in
seconds were extracted based on XY data and the
analysis of the structure's vibration outputs. The
structure's natural frequencies, forces, and modes were
analyzed using the frequency solver in Abaqus
software with the Lanczos method [11].
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Fig. 17 Time/Frequency and Amplitude/Displacement
Diagram: Sinusoidal wave amplitude in Abaqus software.



3.2.2. Transverse Vibrations of Member 1 (Radiator
Holder)

Figure 18 shows the displacement contour of the
radiator holder resulting from the engine's dynamics
and vibrations. According to these results, the
maximum displacement of 0.6350 pum and the
minimum displacement of 0.05291 um occurred
periodically over 45 seconds with sinusoidal waves. In
“Fig. 197, the maximum displacement of 0.1 mm was
observed at the 37th, 32nd, and 17th seconds. The
minimum displacement of -0.1 mm occurred at the 6th,
20th, 27th, and 40th seconds.

U, Magnitude

+6.350e-04
+5.821e-04
+5,291e-04

+4,762e-04
+4.233e-04
B +3.704e-04
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+1.587e-04
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+5.291¢-05
+0.000e+00

Fig. 18 Displacement contour of radiator holder member
one due to engine dynamics.
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Fig. 19 Transverse vibration of radiator holder member one
due to engine dynamics.

3.2.3. Transverse Vibrations of Member 2 (Motor
Handle Holder)

Figure 20 illustrates the displacement contour of the
motor handle holder resulting from engine dynamics
and vibrations. According to these results, the
maximum displacement of 0.5446 pum and the
minimum displacement of 0.04538 um occurred
periodically over 45 seconds with sinusoidal waves. In
“Fig. 217, the maximum displacement of 0.1 mm was
observed at the 3rd, 11th, 18th, 30th, and 31st seconds.
The minimum displacement in the -0.05 to -0.1 mm
range occurred at the 7th, 18th, and 22nd seconds.

Int. J. Advanced Design and Manufacturing Technology 36

U, Magnitude
+5.4452-04
+4,992e-04
+4,538e-04
+4.084e-04
+3.631e-04

+0.000e+00

Fig. 20 Displacement contour of motor handle holder
member two due to engine dynamics.
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Fig. 21 Transverse vibration of motor handle holder
member two due to engine dynamics.

3.2.4. Transverse Vibrations of Member 3 (Battery
Holder)

Figure 22 illustrates the displacement contour of the
battery holder resulting from engine dynamics and
vibrations. According to these results, the maximum
displacement of 1.134 pum and the minimum
displacement of 0.0945 pum occurred periodically over
45 seconds with sinusoidal waves. In “Fig. 23, the
maximum displacement of 0.1 mm occurred at the 7th,
10th, 12th, and 32nd seconds. The minimum
displacement of -0.1 mm happened at the 2nd, 4th,
11th, 14th, 25th, 28th, and 35th seconds.
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Fig. 22 Displacement contour of battery holder member
three due to engine dynamics.
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Fig. 23  Transverse vibration of battery holder member
three due to engine dynamics.

3.2.5. Transverse Vibrations of Member 4 (Fuel
Tank)

Figure 24 shows the displacement contour of the fuel
tank resulting from engine dynamics and vibrations.
According to these results, the maximum displacement
of 0.5750 pm and the minimum displacement of
0.04791 pm occurred periodically over 45 seconds with
sinusoidal waves. In “Fig. 25”, the maximum
displacement of 0.1 mm occurred at the 4th, 25th, and
30th seconds. The minimum displacement in the -0.05
to -0.1 mm range happened at the 6th, 8th, 14th, 29th,
and 32nd seconds.
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Fig. 24 24 Displacement contour of fuel tank member four
due to engine dynamics.
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Fig. 25 Fuel tank member four transverse vibration due to
engine dynamics.

3.3. Factor of Safety (FOS)

“Table 5” presents the safety factors of various diesel
engine test stand structure components under critical
conditions. The safety factor for the principal
longitudinal and transverse support frames (Body 5) is
the lowest in the structure (0.67), indicating that this
part requires reinforcement. Additionally, the safety
factors for the battery support frame (Body 3), radiator
support frame (Body 1), engine mount support frame
(Body 2), fuel tank support frame (Body 4), and control
panel assembly support frame (Body 6) are the highest
in the structure (ranging from 1.38 to 2.76), suggesting
that these parts are safe and do not require
reinforcement. Therefore, based on standard safety
factor studies used in engineering structures, [16] we
recommend applying a safety factor range of 1.5 to 3
for unsafe and critical areas under high stress.

Table 5 The safety factor of different parts of the diesel
engine test support structure under critical conditions

Selected Von- Factor of | Criti Ultimate
region on Mises Safety cal Strength
the frame stress (FOS) Point (MPa)
(MPa)
Body 1 175.0 2.36 No 413.0
(Fig.6)
Body 2 300.0 1.38 No 414.0
(Fig.6)
Body 3 225.0 1.84 No 414.0
(Fig.6)
Body 4 150.0 2.76 No 414.0
(Fig.6)
Body 5 617.7 0.67 Yes 413.859
(Fig.6)
Body 6 12.50 33.12 No 414.0
(Fig.6)

3.4. Results of Fracture Analysis, Fatigue Life,
Crack Growth Modal, Buckling, and Bending Test
in the Structure

Fatigue is one of the leading causes of failures in
mechanical and structural systems. Fatigue life is the
total number of loading cycles required to initiate a
fatigue crack and the number of cycles needed for the
crack to propagate before sudden failure occurs. Since
the analytical determination of fatigue crack
propagation life in actual geometries is rarely feasible,
crack propagation problems are usually solved using
computational methods. In this review, the use of the
Finite Element Method (FEM) and the Extended Finite
Element Method (XFEM) for modeling fatigue crack
propagation is discussed [12].

3.4.1. Using XFEM in Fracture Mechanics Analysis

The XFEM (Extended Finite Element Method) is an
advanced technique in fracture mechanics analysis used
for modeling cracks and discontinuities in structures
without needing to re-mesh the geometry. In XFEM,
cracks are implicitly modeled within the displacement



field, and enriched shape functions represent
displacement discontinuities. This method allows for
more accurate modeling of crack growth and prediction
of its path, as it does not require changes to the mesh
structure during the analysis. XFEM uses level set and
enrichment functions to represent cracks and
discontinuities, enhancing precision and efficiency in
analyzing complex fracture problems [13]. This study
section presents the results obtained from analyses
using the advanced XFEM in the Abaqus finite element
software. These results include fracture mechanics,
crack growth, and fatigue analyses in the diesel engine
test support structure.

3.4.1.1. XFEM Analysis Results, Static and Dynamic
Analysis

The geometry, dimensions, and boundary conditions
are shown in “Fig. 26(a)”.
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Fig. 26 Three-point bending test: (a): geometry,
dimensions, and boundary conditions, (b): finite element
mesh, and (c): phase field contour at the end of the analysis.

A vertical displacement of 0.08 mm is applied at the
top of the beam at a horizontal distance of 448 mm
from each support. No initial crack is defined in the
beam. The mechanical behavior of the beam is
characterized by Young's modulus of E =100 MPa and
a Poisson's ratio of v = 0. 1. It is noted that in the
model, the material strength is explicitly incorporated
into the structural response. As a result, the outcomes
are largely insensitive to the phase field length scale
choice, which is assumed to be £ = 0.5 mm here. The
model is meshed using 10-node quadratic tetrahedral
elements (C3D10 in Abaqus). As shown in “Fig.
26(b)”, the mesh is refined in the center of the beam,
where the crack is expected to nucleate and grow. The
characteristic element size is at least five times smaller
than the phase field length scale, and the total number
of elements is 18970. The results are computed using
the monolithic scheme. The static analysis results
indicate stress concentrations near the connections of
the structure to the motor and the bases. Figure 26(a)
shows the geometric model of the structure with
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specified loading, while “Fig. 26(b)” displays the finite
element mesh. Figure 26(c) illustrates the stress
distribution results after the load is applied. The
dynamic analyses also examine the structure's response
to variable loads and show how the structure behaves
under dynamic loading. These analyses indicate that the
critical stress points and discontinuities are primarily
located in the middle of the connections to the motor
and between the bases [14-15].

3.4.2. Modal Analysis of Crack Growth in Structure
The following images show the modal shapes of
different cracks obtained using XFEM. These images
depict the crack paths and displacement discontinuities
in each mode. Figure 27 displays both (a) the front and
(b) rear views of cracks in various modes. Modal
analysis helps identify the crack patterns and the
behavior of different crack modes, illustrating how the
cracks propagate within the structure.

(b)
Mode 2 Mode 1 Mode 2

Mode 4

Mode 4 Mode 3

Mode 5 Mode 6 Mode 5 Mode 6

Fig. 27 Modal analysis of cracks: (a): front view with
various crack modes, and (b): rear view with various crack
modes.

3.4.3. Fatigue Life and Crack Growth Analysis in
Structure

Figure 28 illustrates the fatigue life and crack growth
analysis of the structure under dynamic loading.

STATUSHFEM
(Avg: 75%)
+1.0002+00

Fig. 28 Fatigue life and crack growth analysis of the
structure under dynamic loading.
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These analyses indicate that the critical crack points are
located near the connections of the structure to the
motor and the bases. By examining the gradual changes
in the crack and the effects of cyclic loads, a better
understanding of the structure's lifespan and weak
points can be achieved. The highest stress occurs in the
upper regions of the structure. Additionally, the lowest
stress is observed in the middle and lower areas of the
structure, indicating weakness and the application of
excessive load in the upper regions of the structure.
Fatigue and crack growth analysis help identify
potential crack paths and critical areas, enabling
necessary actions for design improvement, increased
durability, and optimization. The numerical values
indicate the crack status in the model elements. A value
of 1.0 signifies a fully developed crack and the highest
level of crack and discontinuity in the XFEM model
within the structure. Conversely, a value of 0.0
indicates no crack and the lowest level of crack and
discontinuity in the structure.

Fatigue analysis under cyclic loading, as shown in “Fig.
297, represents the variations in the applied force
relative to the number of loading cycles.

100 F T T T T =

Force (KN)

0.0 -

L 1 1 1
0. 3 6. 9, 12. 15
Cycles

Fig. 29 The diagram of applied force variations concerning
the number of loading cycles in the fatigue analysis of the
diesel engine test support structure.

This diagram illustrates the dynamic behavior of the
component under cyclic loading, where the applied
force varies between 0 and 10 KN over 15 cycles. Each
cycle represents a complete period of loading and
unloading the force from the component. Therefore,
this force-cycle diagram can accurately predict the
component's useful life in the diesel engine test support
structure. The results indicate stable cyclic loading
behavior and its impact on the component's fatigue life.
Analyzing the data, the component's fatigue life was
predicted, and critical points that could lead to failure
were identified.

3.4.4. Force-Displacement Relationship

Figure 30 shows the Force-Displacement diagram,
illustrating the changes in applied force with crack
displacement.
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Fig. 30 Crack growth diagram in the three-point bending
test: force response versus displacement.
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As expected and consistent with the results obtained by
reference [13], a crack nucleates at the bottom of the
beam, at the center of the beam axis. The crack
propagates directly upwards until it reaches the top, as
shown in “Fig. 26(c)”. The force response versus
displacement closely agrees with the predictions of
reference [13]. This diagram aids in a more detailed
analysis of crack behavior and in predicting the
structure's fatigue life. By analyzing the force-
displacement diagram, it is possible to identify points
where the crack rapidly proliferates and sudden
changes in the structure's behavior occur. This
information can be used to design a more robust
structure and optimize maintenance and repair
processes. The highest displacement and crack growth,
corresponding to the late stages of crack propagation, is
0.014 mm with a force of 12 KN in the structure.
Additionally, the lowest displacement and crack
growth, corresponding to the early stages of crack
initiation, is 0.08 mm with a force of 2 KN in the
structure. These results indicate stability and weakness
in the structure, respectively.

3.4.5. Buckling Mode Analysis and Critical Load
Calculation in the Structure

In this section, the buckling mode analysis for the
diesel engine test support structure was conducted, and
the critical loads for each mode were calculated. This
analysis was performed using Abaqus software, which
selected the subspace solver for its high efficiency and
accuracy in analyzing linear buckling problems. This
solver facilitates the accurate determination of
eigenvalues and critical buckling modes, which are
crucial for assessing the stability of structures under
compressive loads.

The buckling mode shapes for various modes are
presented in “Table 6, illustrating the distribution of
stresses and critical areas in each buckling mode.
Eigenvalues for ten different buckling modes were
obtained, representing the factors by which the initial
load must be multiplied to determine the critical



buckling load for each mode. This analysis applied an
initial load of 613 N (for one engine mount) as a
concentrated force at specific structure points.
Subsequently, the critical buckling load for each mode
was calculated using these eigenvalues. The critical
buckling load is the load at which the structure
becomes unstable under compressive forces, typically
considered a key indicator in structural design to
prevent sudden failure [17].

Table 6 Buckling Mode Shapes of the Engine Mount in the
Diesel Engine Test Support Structure

1% Mode 2" Mode 3 Mode 4" Mode 5" Mode

6" Mode

The computational results are presented in “Table 77,
showing the critical buckling loads versus mode
numbers. The results indicate that the critical buckling
load varies significantly across different modes,
highlighting the need for more precise structural design
to prevent buckling under critical conditions.

Table 7 Eigenvalues and Calculated Critical Buckling Loads
for the First 10 Buckling Modes

Mode No. Eigenvalue Criti(%l\ll)_oad

First 740.35 453.94
Second 804.32 493.05
Third 835.09 511.41
Fourth 898.73 550.96
Fifth 934.02 572.52
Sixth 981.22 601.79
Seventh 1062.2 651.11
Eighth 1074.9 658.91
Ninth 1022.6 627.84
Tenth 1056.0 647.93
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Fig. 31 Graph of the Variation of Critical Buckling Load
concerning Mode Number.

Figure 31 graphically displays the variation of essential
buckling loads with respect to the mode numbers. The
first and second modes, with eigenvalues of 740.35 and
804.32, respectively, are particularly significant due to
their greater impact on the structure's overall stability.
Therefore, these modes should be a primary
consideration in the final design decision-making
process.

Ultimately, this analysis demonstrates that the critical
buckling load for all modes is significantly higher than
the initial load applied to the structure, indicating that
the structure is safe against the current loads. However,
to enhance safety margins and ensure the structure's
stability under unexpected or critical conditions, it is
recommended that higher safety factors be incorporated
into the final design. Specifically, it is suggested that
the critical buckling load be considered 1.5 to 2 times
the calculated value. Additionally, reviewing and
reinforcing the sensitive and vital areas of the structure
can prevent buckling under critical conditions and
ensure overall structural safety.

3.4.6. Stress Distribution and Safety Assessment of
the Axial Arm under Three-Point Bending
This section examines the Von Mises stress distribution
in the axial arm supporting the engine mounts under
three-point bending loading. Figure 32 illustrates the
Von Mises stress distribution in the axial arm.

S, Mises
(Avg: 75%)

+3.747e+02
[ +2.208e+02

Fig. 32 Von Mises stress distribution in the axial arm
supporting the engine mounts under a three-point bending
load.
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The maximum Von Mises stress, recorded at 374.7
MPa, is located in the central region of the beam,
directly beneath the point of concentrated load
application. This area experiences the highest bending
stress due to its position at the peak of the bending
moment. Conversely, the minimum Von Mises stress,
which is 13 MPa, is observed in regions farther from
the center of the beam and closer to the supports.

Considering the three-point bending test and similar
loading conditions for the engine mounts installed on
this axial arm, the analysis results indicate that the
beam possesses sufficient safety margins. Compared to
the material's yield stress and operational conditions,
the maximum stress within the structure remains within
a range that ensures the structure's resistance to the
applied loads, thus preventing failure or yielding under
normal operating conditions [18]. This assessment
demonstrates that, although the center of the beam
bears the highest stress, the overall structure effectively
withstands the applied loads. The design and safety
evaluation confirm the beam's ability to withstand both
dynamic and static loads. Therefore, it can be
concluded that the beam used for installing the engine
mounts is safe under normal operating conditions.

4  CONCLUSIONS

In this study, a comprehensive analysis of the Static,
Modal vibration, Safety factor, Fatigue life, and Modal
crack growth characteristics of the diesel engine test
support structure (ETSS) was conducted using Finite
Element Method (FEM) and Extended Finite Element
Method (XFEM). The primary objective of this
research was to evaluate the structure’s performance,
identify critical stress and vibration points, and predict
fatigue life to enhance safety, reinforce, and optimize
the support structure.

The findings can be summarized as follows:

. The static analysis revealed that the maximum
von Mises stress ranged between 275 and 617 MPa in
the telescopic supports of the engine handle and the
longitudinal and transverse frames. The minimum
stress values were observed in the radiator holders, fuel
tank, and control panel. The stress path analysis also
indicated that critical stress points are concentrated in
the moving parts and base supports, which require
reinforcement.

. The displacement and stress path analysis
further revealed that the maximum displacements
ranged between 1.204 and 1.685 mm in the radiator
holders. In contrast, the most minor displacements
occurred in the battery holders and control panel,
ranging from 0.2408 to 0.9630 mm. These findings
underscore the need to reinforce areas subjected to
large loads.

. The shear stress analysis in different directions
(XY, XZ, YZ) indicated that the highest stress occurred
in the telescopic areas, radiator plates, and parts of the
fuel tank and battery holders. These areas require
special attention in design and reinforcement.

o The analysis of lateral vibrations caused by
the engine's dynamics revealed that these vibrations are
transmitted to the structure’s components and vary for
each structural member depending on displacement and
time. Modal analysis showed that the maximum
displacement observed was 0.08135 mm at a frequency
of 7.20 Hz. These vibrations could lead to damage over
time, necessitating proper management and control.

. The fatigue and crack growth analysis using
XFEM results indicated that the maximum crack
growth was 0.014 mm under a force of 12 KN,
predominantly in critical areas such as motor
connections and base supports. These findings
highlight the need for monitoring and reinforcing
vulnerable areas to prevent fatigue-induced failures.

o The safety factor analysis revealed that while
most structural parts have sufficient safety margins, the
central longitudinal and transverse support frames
require reinforcement. It is recommended to use a
safety factor between 1.5 and 3 for high-stress areas to
ensure the overall structural safety.

. The buckling analysis results for the engine
mount structure showed that the structure is safe under
the current applied loads, as the critical buckling loads
are significantly higher than the initial load of 613 N.
The first and second modes, with eigenvalues of 740.35
and 804.32, have a more significant impact on the
stability of the structure and should be prioritized in the
final design. To enhance safety and ensure the
structure's strength under critical conditions, it is
recommended to incorporate a safety factor of 1.5 to 2
times in the final design and reinforce sensitive areas.

. The results of the three-point bending test on
the axial arm supporting the engine mounts showed that
the maximum Von Mises stress, measured at 374.7
MPa, is located in the central region of the beam,
directly beneath the point of concentrated load
application. However, the minimum Von Mises stress,
recorded at 13 MPa, was observed in areas farther from
the center of the beam and closer to the supports. This
analysis demonstrated that the axial arm has sufficient
safety margins and is resistant to the applied loads,
particularly under normal operating conditions.
Therefore, the design and safety evaluation confirm
that this arm can withstand dynamic and static loads
and is adequately safe.

Future research could build upon the present findings
by conducting experimental validation through full-
scale prototype testing and sensor-based data
acquisition. Moreover, investigating the structural
performance under multi-axial and time-dependent



loading conditions—such as thermal fluctuations,
impact, and cyclic fatigue—may yield deeper insights
into long-term  durability. Exploring  material
optimization techniques and implementing multi-
objective design strategies could further enhance
structural efficiency, resilience, and cost-effectiveness.
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microstructure of welded samples are investigated. The strength of joints increased using
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the nugget together with a finer microstructure, which is achieved by applying the
magnetic field. The increase of all three parameters simultaneously overheats the nugget
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1 INTRODUCTION

Friction Stir Welding (FSW) was invented in 1991 by
The Welding Institute (TWI) [1]. It is a solid-state and
environmentally friendly welding process that can be
used to join high-strength aluminum alloys and those
that cannot be welded by conventional welding
processes. In the process, a non-consumable rotary tool
that contains a pin and shoulder penetrates the interface
of two plates to be welded [2]. The tool has two main
roles: heat production and material movement. The
produced frictional heat makes the material soft enough
that it is then stirred by a rotary pin [3]. Tool feed rate,
tool rotational speed, and axial load are the main
process parameters [4]. The tool pin profile is also an
important parameter. The main pin profiles are square,
triangle, threaded, and simple cylinder [5].

Friction stir spot welding is a variant of the main
process, where there is no transverse movement of the
tool, and joining occurs in a small zone. Research has
been performed to increase the strength of the joint. For
example, Venukumar et al. [6] investigated the strength
and fatigue behavior of refilled friction stir spot welded
6061 aluminum sheets. They used a tool with a
retractable pin to join and refill the spot weld. They
reported an increase in the strength of the joint by
refilling, but no change in the fatigue behaviour of the
joints. Sajed [7] introduced two-stage refilled friction
stir spot welding to refill the keyhole simply. He
mentioned the pinless tool shoulder diameter as the
most effective parameter on the weld strength. The
exact process was used by Akbari et al. [8] to join
polyethylene sheets. They reported higher strength at a
lower tool rotational speed.

The application of a magnetic field in the welding zone
is a common technique used to increase joint strength
and achieve a fine microstructure. Mou et al. [9]
reported that electric and magnetic fields can improve
the joint microstructure in cold metal transfer. The
Lorentz force makes the arc move in a circular path. It
also shortens the arc length and widens its width. They
reported an increase in the joint strength from 270.7 to
387.8 MPa as a result of using a magnetic field. Liu et
al. [10] applied a magnetic field during the welding of
copper sheets. They reported that the thickness of the
Al2Cu inter-metallic decreased from 50 to 5 pm as a
result of the application of the magnetic field. They
also reported an increase in the strength of the joint.
Sun et al. [11] reported magnetic field-aided CMT
welding of Al6061-T6 and TC4 alloys. They concluded
that the magnetic field increases the transmission
ability of the fusion pool. Cao et al. [12] investigated
the effect of the magnetic field on the welding nugget
in laser welding of aluminum alloys. They reported that
the Lorentz force is applied by the magnetic field in the
opposite direction of the fusion pool, which restricts the
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width of grains. Chen et al. [13] investigated the
magnetic field-assisted welding of steel. According to
the results, the ultimate strength was increased by
43.9% and the grains were finer by a factor of 2.

In the present paper, a magnetic field is applied during
the friction stir spot welding of St37 steel sheets and its
effect is investigated on the strength and microstructure
of the joints. A setup was designed to apply the
magnetic field to the welding zone, including a
transformer, induction heater module, cooling system,
and a coil. The welding tool acts as a core for the coil
during the welding, and an Eddy current is induced that
heats the nugget. However, the presence of the
magnetic field restricts the grain growth, and a finer
microstructure could be achieved so that the heat is
induced on the nugget with no grain growth.

The main innovation of the present paper is applying a
magnetic field concurrently with friction stir spot
welding of low-carbon steel sheets. Friction stir
welding is successfully applied to a wide range of
engineering materials, from polymers to alloys. When
welding high strength alloys is the case, using auxiliary
energies is a standard method. Electrical current is a
widely adopted heating source that is used in this case.
However, what is considered in this paper is applying a
magnetic field during the welding process, which was
not carried out before, to the best of the authors'
knowledge. This field prevents grains from growing
considerably, which makes the joints stronger.

2 MATERIAL AND METHODS

St37 steel sheets with dimensions of 1x50x160 mm3
were used to carry out the experiments. The chemical
composition of St37 alloy is presented in “Table 1”.

Table 1 The chemical composition of St37 steel [14]

C Si Mn P S Cr Ni Fe

011 | 003 | 056 | 0007 | 0005 | 007 | 003 | Bal

In this process, frequency is applied using an induction
heater module driven by a transformer with a current of
20 A. The induction heater is an electric device that
produces heat by inducing a magnetic field. A wire
with a diameter of 2 mm was used to fabricate a coil
with 9 loops and an internal diameter of 30 mm. The
coil that is connected to the induction heater is used to
transfer the produced frequency. Figure 1 presents the
induction heater module, its fixture, the cooling system,
and the coil.

The produced magnetic field is transmitted to the coil,
which creates a current that varies with time according
to Faraday’s Law, known as the Eddy current. The
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Eddy currents flow through the workpiece in closed
circles. The direction of the currents is orthogonal to
the magnetic field. The amount of the Eddy current is
directly dependent on the magnetic field, area of the
ring, and magnetic flux variation, while it varies
inversely with any variations in the conduction of the
wire. Figure 2 presents the Eddy current in the
workpiece.

Fig.1  (a): The induction heater module, (b): the fixture of
the induction heater and cooling system, and (c): the coil.

Conductive  // N/
1 O \\ g g

\ i il ,‘|'[ | \TT— Magnetic Field

Y Ty

\

|

|
+ —\ Tool

}

I}

| 1l
} < [ )
1 |
+

"l

faWa¥a)

/

¢

RN

\ e A R A /
Z

B G;B;/>> Eddy Current

Workpiece

Fig.2  Eddy current in the workpiece.

The experiments were carried out using a universal
CNC FP4M milling machine. The tool material was
WC. Figure 3 presents the tool and a typical welded
sample, along with their dimensions. The experiment
setup is also illustrated in “Fig. 4. The tool rotational
speed, dwell time, and voltage were investigated as key
parameters. Three levels were considered for all
parameters. The full factorial design of experiments
was considered, and 27 test sets were obtained. The
levels of investigated parameters are summarized in
“Table 2”.

To evaluate the effects of input parameters on the
strength and microstructure of the joints, the tensile-
shear test was carried out, and the microstructure of the

joints was evaluated using an optical microscope. The
results of the tensile-shear test, together with process
parameters corresponding to each experiment, are
given in “Table 3”.

Bl 1

——— . !
-

(b)
Fig. 3  (a): The tool and its dimensions, and (b): a typical
welded sample and its dimensions.

Fig.4 The experiment setup.

Table 2 The investigated parameters and their levels

Levels Rotational Speed Dwell Time | Voltage
(rpm) ) V)

1 1000 3 0
1500 6 18
2000 9 25




Table 3 The parameters of experiments and results of the
tensile-shear test
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percentage of 9.08% followed by the voltage and dwell
time interaction and the interaction of voltage and tool

Tool Dwell Tensile- rotational speed, with contribution percentages of
No. | Rotational Time | Voltage | Shear 5.08% and 1.89%, respectively. The main effects plot is
Speed (rpm) | () V) S’Hength presented in “Fig. 5”. The strength increases by
1 1000 3 0 510)5 5 increasing all three investigated parameters. However,
> 2000 3 18 2576 6 it is sharper in the case of dwell time. Any increases in
3 1000 9 18 2775:2 any of the investigated parameters increase the amount
2 1500 6 25 20551 of heat input in the welding nugget, which can be
5 2000 6 18 48602 considered a reason for the same trends observed in the
6 | 2000 6 25 5159.5 main plots.
7 1500 9 18 4116.4
8 1500 3 0 849.2 Table 4 Analysis of Variance for the strength of joints
9 1000 9 25 3181.6 p.
10 | 1000 3 18 1248.8 Source | DF Seq SS | Contribute
11_| 2000 6 0 4666.5 Value
12 | 2000 9 0 4352.5 Model | 18 | 43485158 |  96.41% | 0.001
13 | 1000 6 18 1550.2
14 | 2000 3 0 1168.4 Linear 6 | 36252665 80.38% | 0.000
15 | 1500 3 25 2353.2
16 1000 6 0 1501.7 Voltage 2 3558754 7.89% 0.010
17 | 1000 6 25 2191.9 Rotational
18 | 2000 9 18 3829.8 Speed 2 | 15519115 34.41% | 0.000
19 | 1500 6 0 1843.1 pee
20 | 1000 9 0 2897.3 Dwell Time | 2 | 17174796 |  38.08% | 0.000
21 | 1500 9 0 3276.7
22 | 1000 3 25 1234.8 2-Way
23 | 2000 3 25 3525.0 Interactions 12 7232493 16.04% | 0.065
24 1500 6 18 3470.2 ]
25_| 1500 3 18 1933.8 VoltagexRotatio | 1| g5h799 1.89% | 0.439
26 | 1500 9 25 3513.7 nal Speed
27 | 2000 9 25 3562.2 VoltagexDwell
OHAgexbWeTL | 4 | 2289072 5.08% | 0.098
Time
3 RESULTS AND DISCUSSION Rotational 4 4093222 9.08% 0.025
SpeedxDwell T
Generally, the heat generation and propagation pattern, 0
as well as the temperature level, are key factors that Error | 8 1617571 3.59%
determine the 10|_nt quality in fI‘ICt_IOI_']-baS(_-Z‘d processes Total | 26 | 45102729 100.00%
[15]. When steel is welded using friction stir welding, it

is essential to provide enough heat input in the welding
nugget to achieve a sound weld. Thus, using auxiliary
heat sources could be helpful. In this research, a
magnetic field was applied during the welding to study
the effect of Eddy current on the strength and
microstructure of spot joints in St37 sheets. Tool
rotational speed and dwell time as the main sources of
heat input in welding were also investigated.

“Table 4” presents the results of the analysis of
variance for the strength of joints. According to the
results, dwell time, with a contribution percentage of
38.08%, is the most effective input parameter, followed
by tool rotational speed and voltage, with contribution
percentages of 34.41% and 7.89%, respectively. When
2-way interactions are considered, the interaction of
tool rotational speed and dwell time has the maximum
contribution on the joint strength, with a contribution

Main Effects Plot for Tensile-Shear Strength (N)
Fitted Means
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Fig.5  The main effects plot (V=voltage, RS=tool
rotational speed, and T=dwell time).
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Increasing the dwell time from 3 to 6 s, makes a
significant increase in the strength of the joint, while
further growing dwell time from 6 to 9 s does not
considerably affect the strength. This indicates that
when the dwell time is less than 6 seconds, there is
insufficient time for the material to be mixed properly.
Also, further increase in the time is not necessary when
the welding sheets are low carbon steels. However, for
tool rotational speed, any increase from 1000 to 2000
rpm increases the joint strength considerably. The plot
indicates that using tool rotational speeds more than
2000 rpm, may result in even stronger joints. This
should be investigated in future studies. The effect of
increasing the voltage is just like increasing the tool
rotational speed. However, it is less effective on joint
strength when compared to the tool rotational speed.
The interaction plots are also presented in “Fig. 6”.

Interaction Plot for Tensile-Shear Strength (N)
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Fig. 6  The interaction plots (V=voltage, RS=tool
rotational speed, and T=dwell time).

According to “Fig. 67, the interaction of tool rotational
speed and voltage can be ignored due to the
semiparallel plot of that. On the other hand, when the
voltage is at its highest level, i.e. 25V, increasing dwell
time from 6 to 9s results in a drop in strength of the
joint, which can be attributed to the overheating of the
nugget and the resulting grain growth [16]. The same
effect is detectable when the tool rotational speed is at
its fastest level, i.e. 2000 rpm, and dwell time increases
from 6 to 9s. Thus, it could be concluded that although
a higher dwell time is needed when steel is welded,
overall heat input to the welding nugget should be
considered, and an optimal set of parameters should be
applied based on it.

According to the results, welding parameters, including
tool rotational speed and dwell time, are much more
significant on the strength of joints in comparison to
the voltage in both main and interactive effects.
However, according to “Table 3”, when the tool
rotational speed is at its lowest level, i.e. 1000 rpm, a
comparison between the strength of welded samples

presents a significant effect of the application of the
magnetic field. The strength is just 405.6 N for sample
1 which was welded with a tool rotational speed of
1000 rpm, dwell time of 3s, and no voltage, while it is
1248.8 and 12348 N for samples 10 and 22,
respectively, which were welded with the same
rotational speed and dwell time but with a voltage of 18
and 25 V, respectively. This indicates that the strength
of the joint was almost tripled when the magnetic field
was applied. Thus, it could be concluded that heat input
is a key factor when steel sheets are spot-welded, and
the main sources of heat input are tool rotational speed
and dwell time. However, when a lower tool rotational
speed is needed, a magnetic field could be introduced
to the nugget to increase the joint strength. On the other
hand, the main disadvantage of the friction stir spot
welding in comparison with resistance welding, when it
is applied on steel, is the time of the process. Using a
magnetic field during the friction stir spot welding, one
can reduce the dwell time without a significant drop in
strength to make the process more favorable and faster.
Four distinct areas presented in “Fig. 7” could be
determined in the microstructure of friction stir spot
welded joints; stir zone (SZ), thermo-mechanically
affected zone (TMAZ), heat affected zone (HAZ), and
base metal (BM) [17].

Fig. 7 Microstructural zones with a tool rotational speed
of 2000 rpm, dwell time of 9s, and voltage of 25V.

i« oy

In samples welded at a lower tool rotational speed and
dwell time, it is evident that there was no proper
stirring during the welding process, which could be
attributed to the lower heat input. In these samples,
improper joints, cracks, and porosity were detected in
the microstructure of the joint. Better stirring is evident
when a longer dwell time is used, providing more time
for stirring together with a higher heat input. The tool's
rotational speed can be considered the main parameter
affecting heat generation during welding. Generally,
any increase in the tool rotational speed results in a
higher strain rate and more plastic deformation [18].
Any increase in the tool rotational speed also widens



the microstructural zones, which is evident in “Fig. 8”
where defects are pointed by arrows.

Fig.8  Microstructural zones in the samples without the
magnetic field and with tool rotational speed and dwell time
of: (a): 1000 rpm and 3s, (b): 1000 rpm and 9s, (c): 2000 rpm
and 3s, and (d): 2000 rpm and 9s. Arrows point to the defects.

In the TMAZ, there is not enough driving force for
dynamic recrystallization because the strain rate and
temperature are lower compared to the stir zone [19].
According to “Fig. 8”, there are coarse grains together
with defects in this zone when a lower tool rotational
speed is used. An increase in the tool rotational speed
results in a fine microstructure, and also the defects
vanish.
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rotational speed, dwell time, and voltage of: (a): 1500 rpm,
6s, OV, and (b): 1500 rpm, 6s, and 25 V.

In the case of higher heat input, two failure
mechanisms are detectable, including the formation of
intermetallic compounds (mostly in welding of
dissimilar alloys) and the onset of defects [20]. In this
study, any increase in parameters results in higher heat
input in the welding nugget. Thus, the joint strength
does not have its highest value when the highest levels
of all parameters are used (see “Table 3”). Application
of a magnetic field results in fine grains when a lower
tool rotational speed and dwell time are used (see “Fig.
9”) and also a bigger stir zone. However, more defects
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are present when these parameters are at their highest
level, leading to a lower joint strength.

4  CONCLUSIONS

In this paper, magnetic field-aided friction stir spot
welding of St37 steel was conducted. Three input
parameters, including tool rotational speed, dwell time,
and voltage, were investigated. The strength of joints
was evaluated, and the microstructure of welding
nuggets was also investigated. The main results are as
follows:

- Any increase in the tool rotational speed, dwell time,
and voltage results in an increase in the strength of the
joint due to more heat input.

- The stirring is not enough when a lower tool
rotational and dwell time are used, and proper joining
does not take place in this case.

- Application of a magnetic field results in a bigger stir
zone and finer microstructure, and then stronger joints.
This effect is stronger when a lower tool rotational
speed and dwell time are used.

- The welding nugget is overheated when all
parameters are in their highest levels, which results in
defect formation, a coarse microstructure, and hence a
reduction in the joint strength.

- The best strength was 5159.5 N, which was achieved
by sample 6, which was welded with a tool rotational
speed, dwell time, and voltage of 2000 rpm, 6s, and
25V, respectively.
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approach to forecast hardness values based on operational parameters. The model
utilized rolling temperature and rotational speed of the rollers as input variables,
while the hardness measurements post-quenching in both air and water
environments served as output data. The analysis yielded R? values exceeding
0.99 between measured and predicted results for both environments,
demonstrating ANFIS's effectiveness in accurately predicting sample hardness
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1 INTRODUCTION

Rolling is one of the most common manufacturing
processes for producing metallic products, such as
steel, in different shapes and dimensions [1].

Flat rolling represents a cornerstone process in modern
manufacturing, accounting for a substantial 40-60% of
rolled product output in industrialized nations. This
prevalent technique is executed through two primary
methodologies: hot rolling and cold rolling, each
selected based on factors such as product
specifications, dimensional requirements, desired
mechanical properties, and manufacturer objectives.
The hot rolling process, characterized by deformation
occurring above the material's recrystallization
temperature, offers several notable advantages such as
high deformation rates, Low required power for
deformation, and no strain hardening in the work [2-3].
On the other hand, rolling process can be considered as
a strengthening method of steel products in which the
strengthening can be done by changing the grain sizes
and plastic deformation. By using the rolling method as
a manufacturing process, controlling the effective
parameters of strengthening can be carried out at low
costs and high rates [4-5]. Various studies have been
conducted worldwide on the effect of rolling
parameters on mechanical properties.

Nikan and colleagues [6] investigated the effect of hot
rolling parameters on two-phase steels in their research.
Based on their research results, the rolling temperature
and reduction rate showed an effective change in
mechanical properties. Mandana et al [7] evaluated the
effect of hot rolling on the mechanical properties of
low and high-carbon steels. They found out that the hot
rolling process is an excellent method for eliminating
the age hardening and increasing the yield strength in
these kinds of steel.

Pitter et al [8] investigated the effect of hot rolling
parameters such as reduction rate and rolling
temperature on St60Mn in research. In this research,
tensile strength, yield strength, hardening, modulus of
elasticity, toughness and bending strength were
measured based on the changes in rolling parameters.
As was mentioned earlier, the rolling process is a costly
and time-consuming method, so creating an
experimental setup for the evaluation of the effect of
rolling parameters on mechanical properties is not
feasible and cost-effective for all parameters.
Therefore, creating a prediction model for predicting
the mechanical properties of rolled products based on
rolling parameters is necessary and can play a
significant role in reducing costs.

During recent years, various artificial intelligence
techniques, including fuzzy logic, neural networks, and
adaptive neuro-fuzzy inference systems, have been
employed to predict materials' mechanical properties.
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In their study, Abdul Syukor Mohamad Jaya and
colleagues [9] introduced a novel methodology for
forecasting the hardness of Titanium aluminum nitride
(TiAIN) coatings by implementing the Adaptive Neuro-
Fuzzy Inference System (ANFIS). G. Khalaj et al [10]
studied a new approach based on the adaptive network-
based fuzzy inference systems (ANFIS) to predict the
Vickers micro hardness of the phase constituents
occurring in five steel samples after continuous
cooling. Ly et al [11] used ANFIS model for better
prediction of the compressive strength of MSC
(manufactured sand concrete).

M. Zare et al [12] explored the potential of ANN and
ANFIS models to forecast yield strength (YS) and
ultimate tensile strength (UTS) of a warm compacted
molybdenum prealloy using existing data. Analysis of
ANFIS modeling versus ANN model results indicates
superior performance during the training stage. Le et al
[13] used an adaptive neuro-fuzzy inference system for
the prediction of the critical buckling load of steel
columns. Yadollahi et al [14] developed an adaptive
network-based fuzzy inference system (ANFIS) model
and two linear and nonlinear regression models to
predict the compressive strength of geopolymer
composites.

Xie, Q et al [15], in their research, utilized the machine
learning method for predicting the mechanical
properties of several steel alloys after the welding
operations. The results indicated that the error
percentage in predicting these properties ranges
between 36.2% to 2.16%. Soleymani, M et al [16] used
neural networks for predicting the mechanical
properties of steel plates made of St37 during the
welding operations. The preliminary results were
previously announced. Xu, H et al [17] identified a
specific chemical composition of a steel alloy after the
welding operations.

In this research, the hot rolling operation was carried
out in two different environments on CK45 steel. The
samples were rolled at five levels of temperature and
five levels of rotational speeds of work-rolls under the
same reduction percentage. They were then quickly
cooled down in room atmosphere and cold water, and
the hardnesses were measured by a hardness testing
machine.

The Adaptive Neuro-Fuzzy Inference method was used
for predicting the hardness based on the input
parameters. Rolling temperature and the rotational
speed were considered as the inputs, and the measured
hardness after quenching in two air and water
environments were considered as the output of the
model. The obtained R? for the measured and estimated
results for each environment was above 0.99, which
shows that the ANFIS method can effectively predict
the hardness of the samples based on different rolling
speeds and temperatures.
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2 EXPERIMENTS

CK45 steel was used as the main material for hot
deformation. The chemical composition of CK45 is
given in “Tablel”.

Table 1 Chemical composition of CK45 steel
C| Mn Si P S Fe | Element

045 | 0.65 | 0.25 | 0.01 | 0.035 | balance Y%wt

A resistance furnace produced by Azar Furnace with
the F11L model and with a nominal temperature of
1250 °C was used to heat the material. The sample
dimensions are given in “Fig. 1”.
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Fig.1  The prepared sample for operation.

/

The Vickers Hardhééé-tégting machine used for
hardness measurement.

The rolling machine existing in the manufacturing
workshop of Tabriz University of Sahand (IMK-1000h)
was used for rolling operation. The power of this
machine is 1000hp, and the roller diameter and roller
length are 35cm and 40cm, respectively. An ESE WAY
DVS B-P series of hardness testing machines (“Fig. 2”)
was used for measuring the material hardness.

The rotational speed of the rollers and the rolling
temperature in five levels were used for the rolling
operation. “Table 2” shows the rolling parameters used
for the experimental procedure.

Table 2 Rolling parameters used for experiment

Rotational speed (rpm) Temperature (°C)
10 850
12 900
15 950
17 1000
20 1050

3 EXPERIMENTAL PROCEDURES

After preparing the samples and increasing the furnace
temperature to 950 °C, they were austinitized in furnace
for two hours. They were then rolled immediately after
being taken out of the furnace with 62 per cent of
plastic deformation, at five rolling temperatures and
five roller speeds. Figure 3 shows the rolling process.
The samples were rapidly quenched in either ambient
air (room temperature) or cold water (-100 °C), and
they were then evaluated using a hardness testing
machine using the Vickers method (30Kgf load and a
pyramid diamond tool). The testing operations were
repeated 5 times for each sample, and the averages
were obtained and considered as the final hardness
values for all of the samples. The value of the resultant
force is obtained by the following equation:




4  ADAPTIVE NEURO FUZZY INFERENCE
SYSTEM (ANFIS)

The Adaptive Neuro-Fuzzy Inference System (ANFIS),
introduced by Jang in 1993, represents a significant
advancement in modeling nonlinear systems [9], [18-
19]. This Takagi-Sugeno type model integrates fuzzy-
based human knowledge with data-driven learning,
creating a robust input-output mapping framework.
ANFIS operates within the structure of adaptive
networks, employing a hybrid learning procedure. This
innovative approach combines the strengths of artificial
neural networks (ANN) and fuzzy inference systems
(F1S), resulting in a model capable of both reasoning
and self-learning. The fuzzy rules in ANFIS can be
expressed as follows:

Rule 1: If x is Ay and y is By, then f; = p1x +q1y + 1.
Rule 2: If x is Az and y is B2, then f, = pox +qoy+ r2.

In which p1, p2, 01, Q2 r1i, and ro represent linear
coefficients in the consequent section, while A1, Az, By,
and B denote nonlinear coefficients. Figure 4 shows
the matching ANFIS structure for dual-input first-order
Sugeno fuzzy systems with two rules.

Layerl Layer2 Layer3 Layer4 Layers

Fig. 4  Architecture of ANFIS model [13], [18].

The adaptive neuro-fuzzy inference system comprises a
five-layer architecture: the fuzzy layer, product layer,
normalized layer, de-fuzzy layer, and total output layer
[13], [18], [20]. Each layer contains nodes with specific
functions, as detailed below:

Layer 1: This initial layer, designated as the fuzzy
layer, features adjustable nodes represented by square
symbols and labeled Ai, Az, B1, and B,. These nodes
correspond to the system's inputs, x and y. The labels
A1, A2, Bi, and B serve as linguistic descriptors
utilized in fuzzy theory to delineate the membership
functions (MFs). Within this layer, the node functions
establish the membership relationship between the
input and output functions, which can be expressed
mathematically as:

0 = pA;j(x);  j=12,.. @)
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Oi = ”Bl(y)' i = 1’21 (2)
In this system, Oi; and Ojj represent the output
functions, while pai and pgj denote the corresponding
membership functions (MFs). These MFs may take
various forms, including triangular, trapezoidal, or
Gaussian functions, among others.

Layer 2: This layer, known as the product layer,
consists of fixed nodes depicted as circles and labeled
"Prod." This layer generates outputs w1 and w,, which
serve as weight functions for the following layer. The
output of each node in this layer, denoted as O, is
calculated by multiplying all incoming signals, as
follows:

05 =w; = pA;(x).uB;(y); i=12,... (3)

The output signal from each node, wi, indicates the
activation level of a rule.

Layer 3: This is the normalization layer where each
node is a fixed node, denoted by a circle node and
marked as Norm. The nodes compute normalized
activation levels by calculating the ratio of this node's
activation strength to the total sum of all activation
strengths.

wi

0311' = V_VL' = i= 1,2, (4)

wy+wy

Layer 4: This is the defuzzification layer containing
adaptive nodes and indicated by square nodes. Each
node i in this layer is an adaptive node with a node
function:

O4; = Wifi = wi(pix + q;y + z;) 5)

Where w; represents the normalized firing strength
output from layer 3 and pi, qi, and ri constitute the
parameter set for this node. These parameters follow a
linear pattern and are known as consequent parameters
of this node.

Layer 5: This layer contains one fixed node, indicated
by a circle and labeled sum, which calculates the final
output by adding all incoming signals together as:

_ Xiwifi
Os; = Xiwif; = %W{ Q)

The quantity of fuzzy sets corresponds to the number of
nodes present in the initial layer. Meanwhile, the
dimensionality of layer 4 reflects the total number of
fuzzy rules integrated into the framework,
demonstrating the sophistication and adaptability of the
ANFIS structure. When compared to neural networks,
fuzzy rules can be viewed as analogous to neurons.

An ANFIS system can undergo supervised training to
progress from a given input toward a specific desired
output. During the forward phase of the ANFIS hybrid
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algorithm, node outputs advance until layer four, and
the consequent linear parameters (pi, i, ri) are
calculated using the least-squares approach with
training datasets. During the backward phase, error
signals travel in reverse, and the premise nonlinear
parameters (A, Bi, Ci) are modified through gradient
descent. Research has demonstrated that this hybrid
methodology is remarkably effective in ANFIS training
[91, [13], [18-19].

5 RESULTS AND DISCUSSION

the experimental design comprised 25 tests, a total of
25 fuzzy sets were established for both rotational speed
and temperature as the primary variables. The rule
count was matched to the number of experiments,
resulting in 25 fuzzy rules being formulated for the
hardness prediction model. Following the model
construction, the ANFIS model training was executed
using MATLAB software, and the outcomes were
generated according to the model specifications. The
ANFIS model architecture for predicting the material
hardness after rolling is illustrated in “Fig. 7”.

An ANFIS model was created for predicting the
hardness of the rolled material based on the rotational
speed of the rollers and the rolling temperature. The
MATLAB program was used to develop the ANFIS
model. To map the mentioned effective parameters to
the material hardness and fuzzifying the inputs,
Gaussian membership function was found to be the best
fuzzifying function among the other membership
functions.

When compared with other methods, Gaussian family
methods had the most accurate results. The Gaussian-
based membership function is defined by a central
value m and a standard deviation k > 0 as illustrated
below (“Fig. 5):

—(x-m)?

plx) = e 2

1
0.9 —~ -
0.8~ |
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0.6 — |
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0.1+~ |

° m

Fig.5  Gaussian membership function.

After selecting the membership functions, the ANFIS
model structure was created based on the experiments
and defined fuzzy sets. In the designed structure, the
rotational speed (V) and the rolling temperature (T) are
defined as input, and the Vickers hardness (VH) as
output of the model. The input and outputs of the
model are given in “Fig. 6”.

In the developed model, five fuzzy sets were
implemented to fuzzify the rolling parameters,
corresponding to their five distinct levels. Given that

XX

Rotatinal speed (rpm) (Sugeno) &
XX

NS\ Hardness (HB)

Temperature (* C)
Fig. 6  Inputs and outputs of the ANFIS system.

Fig.7  The structure of ANFIS model.

As was mentioned earlier, after the rolling process, the
samples were cooled separately in two environments,
including air and water and the hardness values were
measured using a Vickers test hardness machine. Two
different ANFIS models were designed for each of the
environments, and the predicted results of the models
for these environments were estimated.

Graphical result of the ANFIS model was also created
to evaluate the effects of the criterion variables. The
effect of the rotational speed of the rollers and the
rolling temperature on the hardness of the rolled
samples is given in three-dimensional graphic in “Fig.
8”. As is seen in the figure, both variables have a
nonlinear effect on the material hardness. Figure 6
shows the result of the model for air quenching. As is
seen in the figure, by increasing the rotational speed,



the hardness increases too. While by increasing the
rolling temperature a dramatic decrease is happened in
rolled material hardness values.
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Fig. 8  The effect of rotational speed of rollers and rolling
temperature on the hardness using of ANFIS model (air

quenching).

Figure 9 shows the results of the model for water
quenching. As is seen in the figure, by increasing both
the rotational speed and the rolling temperature, the
diagram shows an increase in rolled material hardness
values. Moreover, by comparing the figures in air and
water environments, it is found that the average
hardness is higher in water quenching in relation to air
quenching.
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Fig. 9  The effect of rotational speed of rollers and rolling
temperature on the hardness using the ANFIS model (water
quenching).

The comparison diagram of the measured and
estimated hardness is also conducted to obtain the R?
values. Based on the comparison result, the R? value of
the model is 0.9983 for air quenching and is 0.9947 for
water quenching. It again confirms the ANFIS model
accuracy and its contribution to the reliable estimation
of rolled material hardness. Figures 10 & 11 show the
comparison diagram of the measured and estimated
hardness for air and water quenching, respectively.
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In this research, the ANFIS method was used to predict
the hardness, which, according to the authors of the
paper, has not been previously reported in any research
using this method. Given that the volume of
experiments is usually low due to the high cost of
rolling operations, compared to previous research done
for similar cases using other methods, the
aforementioned method has predicted the results with
high accuracy by utilising the advantages of both fuzzy
and neural models.
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Fig. 10 Comparison of the measured and estimated results
(air quenching).
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Fig. 11 Comparison of the measured and estimated results
(water quenching).

6 CONCLUSIONS

This study investigated the impact of hot rolling
process variables on the hardness properties of CK45
steel after air and water quenching treatments. The
investigation focused on two key rolling parameters—
temperature during rolling and the rollers' rotational
velocity—as variables affecting material hardness.
Multiple specimens underwent rolling processes at five
distinct temperatures and five different roller speeds
while  maintaining  consistent  reduction ratios.
Subsequently, the samples were rapidly cooled using
ambient air and cold water, with hardness
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measurements obtained through specialized testing
equipment.

A predictive ANFIS framework was developed to
forecast hardness values using operational parameters.
The model incorporated temperature and rotational
speed as input variables, while the measured hardness
results from both air and water cooling served as output
data. Analysis revealed that modifications to rolling
parameters consistently produced noticeable alterations
in the material's grain structure, consequently affecting
mechanical  characteristics, including  specimen
hardness.

The ANFIS model's predicted outcomes were validated
against actual hardness measurements from testing
equipment. The comparative analysis demonstrated that
the ANFIS system accurately forecasts hardness values,
establishing it as a reliable methodology for predicting
results across various rolling parameter ranges not
directly tested in the experimental phase.
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