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Abstract

Nowadays, by successful application of on time potidn concept in other concepts like
production management and storage, the need toletarthe processing of jobs in their delivery
time is considered a key issue in industrial emvinents. Unrelated parallel machines scheduling is
a general mood of classic problems of parallel nmash In some of the applications of unrelated
parallel machines scheduling, when machines haffereit technological levels and are not
necessarily able to process each one of the exigilos in the group of jobs and in many of the
industrial environments, a sequence dependent setegakes place during exchanging jobs on the
machines. In this research, the unrelated paralkthines scheduling problem has been studied
considering the limitations of sequence dependetipstime of processing of jobs and limited
accessibility to machines and jobs with the purpafseinimizing the total weighting lateness and
earliness times. An integer scheduling model isppsed for this problem. Also, a meta-
heuristically combined method consisting of Genetligorithm and Particle swarm optimization
(PSO) algorithm for its solutions is proposed. Diained results of the proposed algorithm show
that the proposed algorithm is very efficient esglgcin problems with large dimensions.

Keywords
Unrelated parallel machines scheduling, Sequengeerdlent setup time, Genetic algorithm,
Particle swarm optimization algorithm.

1. Introduction

In the present competitive world, sequence andcefie scheduling are essential for survival in
business space. Scheduling is a tool that optintlzesapplication of available resources. Time is
always a fundamental limitation; therefore, theesktlling of activities in order to minimize this
limited resource is very essential. Scheduling aedquence of operations is one of the most
important scheduling problems of production andehavany applications in manufacturing and
non-manufacturing units.

Scheduling in an organization uses models and mettieal methods and/or heuristic methods for
allocating the limited resources to progressingsjobhe reason the importance of sequence of
parallel machines with the purpose of focusing elaylis that in the present business environment,
the competition of manufacturing companies is defiby their capability for immediate response
to immediate changes in the business field andywmiod higher quality productions and lower
costs. Manufacturing companies are attempting t@minhthese capabilities by automation and
heuristic concepts like Just In Time(JIT), QuicksRense (QR), Group Technology (GT), and Total
Quality Management (TQM) [1].
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These concepts (for example, JIT and GT) have Helpany companies to obtain economic
benefits. In the JIT systems, the jobs should motbne neither sooner nor later, which leads to
scheduling problems with earliness and late andetivery times. In a competitive business the
delay of jobs, given their delivery time, is a vamportant scale function for various manufacturing
environments.

Problems with defining the delivery time in the poais 25 yearshave been taken into
consideration, due to new methods of managemeatJik concepts. Cheng, who helped a lotin
scheduling problems and delivery time allocatidates that the completion of a job earlier than
delivery time means imposition of unnecessary sfwokecting costs, while the completion of a job
later than delivery time leads to formal penaltes losing customer credibility [2].

The purpose of earliness and delay minimum prol{lEW) is completely compatible with the JIT
production control policy. The parallel machineslgem is important from both theoretical and
practical points of view. It has been consideregbthtically since it is a generalization of single
machine case and practically since in the realdvibik very usual.

The parallel machines application problems havenbtken into consideration because if
scheduling on a machine leads to so much cosg ftossible that the consideration of more
machines decreases costs. Also, the values ohessliand delay can be decreased by increasing the
number of machines. In these conditions, the coésapplying the machine or protecting the
machine will be increased. By solving the optim@atproblem, it can be specified that which kind
of machines should be used and which jobs by wka&tuence should be performed on these
machines.

In this paper, the unrelated parallel machines cidivey problem is investigated considering the
limitations of sequence dependent setup procesisitegand access time of jobs with the purpose of
minimizing the total weighting earliness and deliayes. Theinnovations of the proposed model in
this paper are related to the limitations of actisss to jobs, limitation of access time to maekin
and also adding the earliness as the second pufposgon of mathematical model. An integer
scheduling model will be presented for the propgz@iblem. Also, a meta-heuristic method based
on Genetic meta-heuristic algorithms and Partialaren optimization algorithm has been presented
for solving the proposed problem especially forgbeans with large dimensions.

2. Literaturereview

Recently, the study in the field of earliness amdag penalty in scheduling models has been
extensively noticed by researchers. Previous studiere more focused on regular criteria like
maximum completion time, maximum delay or mean yleBut nowadays, due to penalties
produces by earliness, this irregular criterion Ib@sn noticed by researchers of scheduling science.
All the manufacturers increasingly adopt themseteghe JIT attitude and minimum supply cost in
order to contrast competitive pressures. For dsmgthe earliness of works should be taken into
consideration. In fact, in JIT the earliness ofgjab as important as their delay. Although it is
assumed that the delivery time is an external bériand its control is out of the managers'
responsibility, the importance of on time delivéswery clear. Canway [3] for the first time stated
this theory that the delivery time is a part of soheduling problem. Webster and Baker [4], Ragatz
and Mabert [5] Christy and Kanet [6] are among ritesearchers who studied in this field. Many
studies have been performed in the field of diffiéscheduling problems with delay and earliness
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criterions (E/T). Webster et al. [7] have solvedigée machine problem (E/T) considering the same
and undefined delivery time as a decision variafie,two cases of independent and sequence
dependent setup times by Genetic algorithm. Beak Refalo [8] presented a combined method
using linear programming and useful programming $oheduling problem with earliness and
lateness criterion. Liman [9] presented a singlehiree scheduling problem by limited delivery
time with the same interval and controllable preoss time. They minimized the total penalty
which consists of earliness and lateness penattiesgarliest delivery time, interval length rethte
to delivery time and the real value of processingetreduction, by heuristic method.

Xiao and Chung [10] investigated approximate meshfmd allocating common delivery time to
jobs and their scheduling in parallel machines |gnmis. The purpose is allocating the delivery time
of jobs so that total weight of delivery time, tic¢arliness and total delay will be minimized.

CAl and Zhou [11] studied a single machine schedufproblem with probable processing time
with an exponential distribution and probable detiwtime, for the purpose of minimizing the total
earliness and delay weight costs. In this problemachine breakdown is a part of assumptions and
the problem has been solved by dynamic programming.

Elapse [12] studied the optimized waiting time peob in partial manufacturing systems by
earliness and delay casts criteria. The mentiorreddlgm included steps with the waiting time
being on the back of each probable step. Herepdingose is finding the optimized waiting times,
so that earliness and delay costs will be minimizgddhakrishnan and Ventura [13] solved the
scheduling problem of parallel machines with thdéeaon of earliness and delay costs with
sequence dependent setup times by a simulated lmnezeta-heuristic approach.

Panwalkar and Liman [14] investigated a schedybiraplem with n jobs each of which includes an
operation on each machine by earliness and delsig aviteria. In this problem, the fracture of
work is not allowable and delivery time and progcagsime parameters are determined. Here, the
purpose is defining the number of machines sottigaearliness and delay costs will be minimized.

3. Definition of the problem of study

The unrelated parallel machines scheduling probith the limitation of sequence of jobs,
dependent setup time and limited accessibilityotasjand the limitation of access time to jobs is
presented in order to minimize the earliness amalydeeight of jobs as follows:

A set of n distinct jobs on a set of m machinescivtdre put together in parallel is processed so tha
each single job on a machine is processed and reachine can process only one job at every
moment. Each work can be processed on a subseadifines set ag; < m. This sub set is
called processing sets and there are a numbepoégsing sets in the problem. Each job in a given
period of time is processed once and this periodiroé is called the processing time. The
processing time of jobs on machines not only dep@mdthe kind of job but it also depends on the
kind of machine and there is no specific relatietmieen the processing times of jobs on different
machines. Before the beginning of the processing b on a machine, in order to prepare that
machine for the processing of that job, some oerawill be performed that are called installation
of machines operations, and the time period in Wwhiee installation of machine is performed is
called installation of machine time. This time degi® on the kind of job which is processed on the
machine and the kind of the previously processédajd also the kind of machine and is called
sequence dependent setup time of jobs. The adoess$atjobs is when a job entered the work shop
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and is ready to attain necessary services from faatuing machines. This time is the earliest time
the processing operations can be started on aHabh job by considering its position in the
processing sequence of jobs on the related madhimempleted after finishing the setup and
processing times. Each job has distinct delivemetand the time deviation of completion of jobs
from delivery time is calculated as earliness amethyl time. Each job is attributed weights as
distinct coefficients that are representatives arlimess and delay times costs. The sum of these
times is considered as the optimization criteribthe problem and consequently it is the purpose
function of minimization function of earliness addlay costs of jobs. The assumptions which are
assumed for the proposed problem are as follows:

1- The sequence dependent setup time is on maathimieg) exchanging jobs.

2- Each of the jobs can be processed only on aesobset of machines.

3- All jobs are not available at the beginning bé tscheduling horizon. In another words, the
processing of work cannot be initiated before tteeas time.

4- All machines are available continually and maehireakdowns are not possible.

5- Each machine can process only one job at eachemio

6- Each job is processed on only one machine dutsrrocessing time.

7- Processing, setup, delivery times and earlimesk delay time coefficients and access time to
jobs are determined.

8- The inaction of machines is permissible.

9- The zero kind virtual job is assumed. This wrlalways processed at the first position on all
machines. The processing time of this job is assure#o and its processing beginning does not
need any machine installation operations.

4. The proposed mathematical model

In this section, the proposed linear mathematicadieh with an integer programming approach is
presented for the proposed problem. Before presgrihe model, the entrance parameter, the
decision variables, the limitations and the purgasetion are explained as follows:

4.1 The entrance parameters of the model

N: number of jobs

M: number of machines

Pj: the processing time of job of kind j on machine i

Sik: the preparation time of job k after job j on thachine i
Aj:if it is possible to process job of kind j on mahof kind |, it will be equal to 1;otherwise, it
will be zero.

Di: the delivery time of jobs

a. earliness penalties

B: delay penalties

ri: access time to jobs

4.2 Symbols, definitions, parameters and decision variables
], kijobindex (k=1,2,...,n and j=1,2,....,n)
i machine index (i=1,2,...,k)
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Ci: the completion time of job j

T;: delay value of job j

E;: earliness value of job |

Xjj: if job j goes on machine |, it will be equal tpdtherwise, it is equal to zero.
Yi«: if job k comes after job j, it will be equal to dtherwise, it will be equal to zero.
St: it is the indicator of beginning time of job j

4.3 The mathematical model

n n (1)
Min Z = Zan+ Z,BT]

j=1 j=1
st
m =12...., n (2)
inj =1
i=1
n k=1,2....,n 3)
Zyjk =1
j=0
Xij < a;; i=1,2....m j=12...., n 4)
n i=0,1,2.....,n (5)
Zy]'k <1
k=1 i .
xij+ Xy <2— Y =12....., nk=1,2....n i=1.2....im@i (6)

m

=12.....nk=12....,n; i=1,2.....m (7
Sk 2 Zsjki-xik + G- M —-yp)
i=1

m jF12...0k=12..,ni=1,2...m  (8)
Z S]-ki.xik + C] - M. [(1 - y]k) + (1 - Zk)]

S <

i=1
Sk = Ry k=1,2....,n 9)
Sk < R+ zp. M k=1,2....,n (10)
Ci=S5+P i=0,1,2.....,n (11)
C+E—T = d; i=0,1,2......,n (12)
Yk »Xij,Zj = 0or 1 i=12....,n; k=12....n; i=12....m (13)

The relation (1) shows the purpose function ofgh@blem which is equal to the sum of weighting
earliness and delay. The limitation of (2) makeshgab be performed only on one machine. The
limitation of (3) assures that before each job @herone job, the first job after the assumed b i
zero. The limitation of (4) is an indicator of litation of accessibility to the jobs. The limitatioh

(5) shows that after each job there is at most jobe The limitation of (6) makes each two
consecutively placed jobs perform on one machimaitations (7) to (10) determine the beginning
time of jobs. The limitation of (11) calculates tb@mpletion time of jobs. The limitation of (12)
calculates earliness and delay times of jobs. Basdtiese assumptions and by consideration of the
limitations presented in this section, when thecpssing of a job on a machine is finished, the
machine can be maintained inactive and preventad firocessing of the next jobs on it provided
thatrecovery in purpose function values is achiewtdintaining the machine inactive causes the
completion time of a job whose processing has leéshed before the beginning of the inactive
time and increases as much as inactivity time. Aasalt, the earliness and delay time of that job
and the next jobs and consequently the purposetifungalue will be changed. Therefore, the
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voluntary inactivity of machines can improve thedabpurpose function. The limitation of (13)
represents that variables are binary.

5. The proposed algorithm for solving the problem

In this paper for solving the problem a meta-hdigrisiethod consisting of Genetic algorithm and
Particle swarm optimization has been proposed. Hédugicle swarm optimization algorithm or in
short the PSO algorithm is an algorithm based quuladion and the optimization of this method
has been inspired by flying swarm. This techniquaddition to having an appropriate performance
has affordable computational time. In the PSO dlgor some answers are put together
simultaneously. Each answer is searched among & seiswers while the search course has been
inspired by the flying swarm. In continuation, wa@lwse an improved PSO algorithm which is
produced by a combination of the PSO and the Gea#gorithms for updating and improving the
particles. Different developments are presentedirfgoroving the performance of this combined
algorithm as follows:

1. The display style is like the display style lod¢ ianswers in the Genetic algorithm.

2. Most of the PSO algorithms use updating formbksed on the best answer (Pbest-Gbest-based).
In the proposed algorithm, for updating the pagsciGenetic operator is used.

The proposed combined PSO algorithm details afellasvs:

I 12 13 J4

0.4 0.3 0.9 0.1 :
Machme 1: J2, J5

1 0 0 1 Machimne 2: Iy, I4
0.5 0.2 0.7 0.4

7
Fig. 1.The structure of the proposed chromosome

Display style: The display style in this algorithenlike chromosome in the Genetic algorithm that
is defined as follows. The display style in theasithm includes two parts which one part is related
to performing jobs on machines and the other igtedl to the sequence of jobs on machines. The
proposed chromosome structure in this paper idfigkee (1):

Each chromosome includes one matrix with the dimoen®f (number of jobs * number of
machines) and each row of this matrix is related toachine and its columns are representative of
jobs. Each cell of this matrix includes two valuesg value is the representative of the first part
which defines whether the intended job is on th&ted machine or not, which is shown by a binary
number. The second value is related to the secanttpat is an indicator of the priority of
performing jobs on machines which is shown by a Imemin the interval of [0,1]. According to the
shown chromosome in the above figure, jobBrdt and then Jare performed on the first machine
and on the second machine at first jpladd then job,lis performed.

. Preparation: Primary particles are produced forirbegg of the algorithm accidentally as
follows:

10
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We produce an accidental answer and then entatoitthe primary particles. For completing this
set after obtaining each feasible answer we comipavéh the existing answers in the set; if the
produced feasible answer is non-repetitive, we iaidiol the set of primary particles and continue
this job until the set of primary particles is cdetpd.

. Fitness function: The fitness function of this algon is calculated based on the purpose
function value; therefore, a particle with a legsempose function has a better fitness value.
. Update process: The purpose of updating is readbiagnew poink***. For updating of a

particle, genetic operators are used. In the imgtloRSO algorithm in this paper, the following
formula has been used:

Xik+1 = (X;Jcbest,i®xik) v (X(I;(best®Xik) v X_lk
In which Xenesiis the best previous position of ith particle anghe: is the best position in all of
the particles and % are positions of ith person in kth repetitiomc®i X*, Xppesi and Xspess are
allocation arrays the sig® is an indicator of intersection operator betwesn particles. The
sign means that the best answer is obtained frotectsey the child of (Xf,..; ®XF),

(14)

(XE,ese ®XF)andXk. XEis the result of performing mutation operatorXfn In continuation, it will
be explained how crossover and mutation opera@re heen applied in this algorithm.

5.1 Crossover operator

The crossover operator which is used in the prapasgorithm has two types that we apply one of
them each time with the same possibility. The fiypte of crossover is based on random number
method. In this method, for producing the genesteel to each job in the chromosome of the child,
we produce a random number in the interval of [@,ftje produced number is less than or equal to
0.5, the related genes are from the first parghgraise, they are from the second parent.

The second type of crossover operator used inpdgier is the single point crossover operator. In
this method, a random integer is produced betweenl(Q1-number of jobs) which is called the cut
point. For producing a child, the genes relatethéojobs of 1 to cut point are selected from thet fi
parent and the rest of the genes are selectedgevent 2. Figure (2) shows how these crossover
operators work.
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1 0 1 o 0
03 0.6 .2 [ ] o0&
Parent 1
0 1 0 ,// 1
0.s 0.4 0.3 0.7 0z
Cut Point=3 0.6 0.1 0.3 0.8 0.2 Random Vectol
o 0 1 1 1
0ge 04 0.7 o3 0.
FParent 2
1 ’/f' (] (] 0
0.6 ] 0.3 .1 0.7
Farent! Parentl FParentl Paremt? Parentl
: o 0 o 1 0
Crossover 1 0.9 0.6 02 0.3 0.8
v 1 Ao o 1
0.5 0.4 0.3 0.1 0.2
Parcntl I aremt] Tarentl Faremt? Taremt?
Crossover 2 1 ~e <11 1 A
0.3 [1X-] 0.z o3 0.

¥

o

D/A.i %-1 %_3 %.1 /

Fig. 2. The performance of the proposed crossoperator

5.2 Mutation operator
Mutation operator searches a space of answersighant found by crossover operator. In this

section, swap mutation is used so that we seleatjtlys randomly and then swap their genes in
each part of chromosomes. Figure (3) presentspdaglisf this operator.

Swap
v ¥
1 0 1 1 1 1 1 0
0.3 0.6 0.2 0.3 0.3 0.3 0.2 0.6
0 1 0 0 0 0 0 1
0.5 0.4 0.3 0.1 0.5 0.1 0.3 0.4

Fig. 3. The performance of the proposed mutaticerator

5.3 Parameter adjustment and conditions of algorithm run

In order to show the appropriate performance ofdegigned hybrid algorithm, different problems
in two forms of problems with small dimensions gwdblems with large dimension are randomly
produced. For each two groups of the produced pnob| the following assumptions should be
noticed.

. For running the PSO-GA hybrid meta-heuristic altgjon, Matlab programming software

has been used.
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. Since for running the algorithm, it is assumed ttre primary population is produced
randomly, for removing the effects of randomnesghefinitial population on the final answer, the
algorithm has been run 20 times for problems wittals dimensions and 10 times for problems
with large dimensions and the best answer is chaseng all of the produced answers.

. In order to run this algorithm for problems with airand medium dimensions, the number
of population and the number of generation are idensd 100 and 50, respectively, and for
problems with large dimensions the number of pdmniaand the number of generation are
considered 200 and 100, respectively.

5.4 the structure of the proposed problems

Table 1.Specification of the proposed problems

Problems Type of Spegification of p_roblems Problems Type of Speqification of problems
problems jobs x machines) problems jobs x machines)
1 small 5x2 5 large 50x10
2 small 5x3 6 large 50x20
3 small 8x2 7 large 70x10
4 small 8x3 8 large 70x20

It should be noted that in each two groups of theppsed problems, the following general
assumptions are considered:

. Weights related to delay and earliness of all jales produced randomly in the interval of
[0,1].

. Time related to processing of jobs is produced oarig and uniformly in the interval of
[5,40].

. Setup times of machines for performing job repradu@ndomly in the interval of [1,8].

. Access time to jobs is produced randomly and umifpiin the interval of [0,10].

. Delivery time of works is produced based on thes@n¢éed method by Yano and Kim [15].

In this method the delivery time is produced in theerval of [[(SUMP/2)(1-F+RD/2)]

[(SUMP/2)(1-F-RD/2)]]. In the stated phraggyp = zm {MJ , F is related to delay and

i=1 n

RD is a factor related to the delivery time. In afl the produced problems, the value of F is
considered as equal to 0.5 and RD as equal to 0.1.

6. Computational results

In this paper, Lingo 9 software is usedfor an exaattition of problems, especially in the small

dimensions. Also,Matlab 2010 software is usedfatimg and running of the PSO-GA hybrid meta-
heuristic algorithm. The obtained results for thegosed problems are shown in table (2):

It should be noted that for the problem of 10 jabsl 3 machines, Lingo software did not yield an
optimized solution after 10 hours. For this reagbrs is a proof for NP-HARD of the problem and

for larger problems of this problem (problem widinde dimension) only the proposed hybrid meta-
heuristic algorithm is used for solving the problem

13



Solving the Problem of Scheduling Unrelated Pardigchines with Limited Access to Jobs, pp. 5-16

Table 2. The obtained results for the proposedlpno

2

3

Small Problems

£ 4

Average of Average of Stdev of
. Stdev of times
Answers Times ansSwers answers obtained from answers
Problems | obtained from| obtained from . obtained from obtained from
; - obtained from suggested
lingo software| lingo software| | suggested ; suggested
lingo software . algorithm )
algorithm algorithm
(second)
1 10.36 0.49 0 10.36 2.82 0
2 13.48 1 0 13.48 3.56 0
3 46.46 255 0 46.46 4.21 0
4 28.86 344 0 28.89 7.07 0.02588
5 - - - 171.55 84.07 1.2226
6 - - - 271.7 102.83 3.3148
7 - - - 981.7 209.88 8.6487
8 - - - 1509 289.88 7.4659
Time Series Plot of GA- PSO SMALL; LINGO
504 Varizbls
—&— GA- PSOSMALL
—l— LINGO
40
%f 304
£
- 20
10 -—/’//

Fig 4. The values of the obtained purpose fungbi@mduced by the proposed meta-heuristic algorithchlango 9
software for problems with small dimensions

Time Series Plot of GA- PSSO LARGE

1600 |

1400 4

1200 4

1000 4

800 4

600 4

400 1

GA- PS 0 LARGE(Objective Function)

200 4

[

Large Problems

.

Fig. 5. The values of the obtained purpose fungbi@@uced by the proposed meta-heuristic algorfitmproblems
with large dimensions
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Time Series Plot of GA- PSO TIME (SMALL); LINGO TIME
350 4 5 Varizble
= —&— GA- PSO TIME {SMALL)
i —m— LINGO TIME
300 4 -
&
-~
-

250 4 =
= s
= i
§ 200 /
o= g
£ 150 ¢
E ;
2 #F

100 ,f

£l
1 o
30 ;
/4
I{e—————u —
1 2 3 4
Small Problems

Fig. 6. The values of the obtained times produgethb proposed meta-heuristic algorithm and Lingmfware for
problems with small dimensions

Time Series Plot of GA- PSO TIME (LARGE)

3004

250 4

200 4

150 4

GA- PS O TIMELARGE (s econd)

100 4

Large Problems

Fig. 7. The values of the obtained times produgethé proposed meta-heuristic algorithm for protdemith large
dimensions

The above figures are indicators of the obtainddegfor the proposed problems in this paper.
According to the above figures, it can be pointed that the proposed algorithm is efficient for
solving the proposed problem in this paper, espigd@ problems with large dimensions.

7. Conclusion

In this paper, a PSO-GA combined meta-heuristiordlgn is proposed for solving unrelated

parallel machines scheduling problems with lim@atiof sequence dependent time of jobs and
limited accessibility to machines and the limitatiof access time to jobs in order to minimize
weighting delay and earliness of jobs. For the egatution of the problem, Lingo 9 software was

used. Also, for coding the proposed meta-heuratiorithm, Matlab 2010 software was used. The
obtained results, especially for problems with $ndahensions, show that the proposed meta-
heuristic algorithm is efficient for solving thegimem. Solving the proposed problem, considering
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the probable delivery times and also the breakdameh unavailable for machines is suggested as
futureworks.
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